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Abstract of the Dissertation

Search for Doubly-charged Higgs Boson

Production in the Decay

H++H−−
→ µ

+
µ

+
µ

−
µ

− with 1.1 fb−1

at D0 Detector

by

Tae Jeong Kim

Doctor of Philosophy

in

Physics

Korea University

2007

This work presents a search for the pair production of doubly-charged

Higgs bosons in the process pp̄ → H++H−− → µ+µ+µ−µ− using the data cor-

responding to an integrated luminosity of about 1.1 fb−1. This is the complete

dataset of RunIIa taken from April 19, 2002 to February 22, 2006 by the

D0 experiment at the Fermilab Tevatron Collider. In the absence of signifi-

cant excess above standard model background, 95% confidence level mass lim-

its of M(H±±
L ) > 150 GeV and M(H±±

R ) > 126.5 GeV are set for left-handed

and right-handed doubly-charged Higgs bosons respectively assuming a 100%

branching ratio into muons.
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Chapter 1

Introduction

In the last decades the standard model has proven enormously successful for

describing the known forces, the strong and electroweak interactions, between

particles. But it need not be the case that a single Higgs-doublet field is

responsible for giving masses to the weakly interacting vector bosons and the

fermions. This thesis presents a detailed account of the search for an exotic

doubly-charged Higgs boson in the muon final states at D0.

The general layout is as follows. In Chapter 2 we explore the phenomenol-

ogy of models which contain doubly-charged Higgs bosons, describe its proper-

ties, production and decay channels and review several measurements that set

a limit on doubly-charged Higgs bosons. Chapter 3 discusses the experimental

apparatus used for this analysis, the D0 Run II detector. Chapter 4 describes

how the di-muon data sample was selected, while Chapter 5 describes the

Monte Carlo simulation of signal and background samples. It also explains all

corrections that have to be applied to fix track transverse momenta and smear

them in Monte Carlo. The estimation of the QCD background contribution is

explained in Chapter 6. The charge flip probability is described in great details

1



1. Introduction 2

in Chapter 7. The comparison of the data and Monte Carlo is made in Chap-

ter 8. The most important part of the analysis is to understand the like-sign

background and third muon background. This is why a discussion of major

contributing backgrounds is given in Chapter 8. No search analysis can be

made without optimization of selection cuts, an overview is provided in Chap-

ter 9. Chapter 10 describes the candidate events. Chapter 11 shows the limit

calculation method. The limits on doubly-charged Higgs boson mass are cal-

culated by taking into account systematic uncertainties listed in Chapter 12.

Results and conclusion of this thesis are briefly summarized in Chapter 13.

Finally, appendices A and B present some of the studies made before and in

the course of performing this analysis. They are included because they all

made this search possible. Monitoring and calibration system for the CFT are

presented in a great level of detail there.



Chapter 2

Phenomenology of a

doubly-charged Higgs boson

In the Standard Model of the electroweak interactions the masses of the fermions

and bosons are acquired by the Higgs mechanism. This mechanism results in

the existence of an additional particle, the Higgs boson, which, to date, has not

been directly observed. Extensions of the Standard Model predict additional

Higgs bosons which can be lighter and hence accessible at current experimen-

tal facilities. Among these, doubly-charged Higgs bosons, (∆++/∆−−)1 , are

predicted in many scenarios such as left-right symmetric models [1, 2], higgs

triplet models [3] and little Higgs models [4]. The theoretical motivation for

the doubly-charged Higgs boson will be covered in this chapter. The current

limits from different experiments will be presented. A special attention is paid

to the Fermilab Tevatron searches.

1Doubly-charge Higgs is denoted as ∆++/∆−− in the theoretical literature, it is usually

named H++/H−− in the experimental papers.

3
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2.1 Doubly-charged Higgs Bosons in extensions

of Standard Model

In the last decades an enormously successful model, the standard model, has

been developed by particle physicists for describing the elementary particles

and forces between them. The standard model plays a key role to unify the

electromagnetic force and the weak force into the so-called electroweak force.

So far this unification is well known for the biggest success of the standard

model. Each force is carried by characteristic particles called bosons. The

photon carries the electromagnetic force; it also transmits light. The W and

Z bosons represent the weak force.

The electroweak unification results in a problem: it requires all particles

which carry forces to be massless like the photon. But experiments show that

the W and Z bosons are not massless at all; their mass is comparable to the

mass of a gold nucleus.

This problem is solved by introducing a new field, the Higgs field. It

interacts with W and Z bosons to give them mass. The Higgs field gives rise

to a new particle, called the Higgs boson, which has not yet been observed. It

is the keystone of the standard model and finding the Higgs boson is one of

the primary goals of the D0 Experiment.

It turns out that the standard model is not the final answer to all our

questions since there are phenomena in particle physics for which the stan-

dard model makes predictions which contradict basic physical principles. In

addition, it just describes many phenomena but does not explain why these

phenomena occur. Many of the new theories which try to answer these ques-

tions predict the existence of several different Higgs bosons.
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One set of models predicts a ‘triplet’ of Higgs bosons: one neutral Higgs

boson, one charged Higgs boson which has the same electric charge as an

electron, one ‘doubly-charged’ Higgs boson which has twice the electric charge

of an electron. In this thesis the search for the doubly-charged Higgs bosons

has been performed.

We know that models with only Higgs SU(2)L × U(1)Y doublets provide

the most straightforward extensions of the SM that satisfy constraints deriving

from ρ ≡ m2
W/ cos2 θWM

2
Z ≈ 1 and the absence of flavor-changing neutral cur-

rents [3]. However, nature might have chosen a more complicated path, leading

to several Higgs bosons with different properties. For example, conventional

left-right-symmetric models are often constructed using a Higgs sector contain-

ing several triplet representations [2]. In those models, it is necessary to assign

a very small vacuum expectation value (v.e.v.) to the neutral member of the

left-handed triplet in order to avoid unacceptable corrections to the W − Z

mass ratio. However, it is certainly not necessary to go to left-right-symmetric

extensions of the SM in order to consider Higgs-triplet fields. Large tree-level

deviations of the electroweak ρ parameter from unity can be avoided by two

means:

• the neutral triplet fields can be given v.e.v that are much smaller than

those for the neutral doublet fields.

• or, the triplet fields and the v.e.v of their neutral members can be ar-

ranged so that a custodial SU(2) symmetry is maintained.

Only the latter type of models are further considered. By custodial SU(2)

symmetry at the tree level is meant that the hypercharges Y and v.e.v of all

Higgs multiplets are chosen so that ρ = 1 is maintained.
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A number of models with custodial SU(2) symmetry, have been proposed

in the literature [6]. For example, a Higgs doublet representation with Y = −3

contains a doubly-charged ∆−− and a singly charged ∆−. If part of a multiplet

with a neutral member, a ∆−− would immediately signal the presence of a

Higgs representation with total isospin T = 1 or higher. Most popular are

the complex Y = −2 triplet Higgs representations, such as those required in

left-right symmetric models, that contain a ∆−−, a ∆− and ∆0.

In assessing the attractiveness of a Higgs sector model containing a ∆−−

many constraints need to be considered. For triplet and higher representations

containing a neutral member, limit on the latter’s v.e.v. required for ρ = 1 at

tree-level are generally severe. Models with T = 1, Y = 2 can have ρ = 1

at tree-level by combining representations. However, such models generally

require fine-tuning, in order to preserve ρ = 1 at one-loop. The simplest way

to avoid all ρ problem is to either consider representations that simply do

not have a neutral member ( e.g. a Y = −3 doublet or a Y = −4 triplet

representation), or else models in which the v.e.v is precisely zero. We will

only consider models of this type in what follows [3].

Further constraints on Higgs representation arise if we require unification

of the coupling constants without intermediate scale physics. In the SM, uni-

fication is possible for a relatively simple Higgs sector that includes a single

|Y | = 2 triplet in combination with either one or two |Y | = 1 doublets (the pre-

ferred number of doublets depends upon the precise value of αs(mZ )). In the

case of minimal supersymmetric extension of the Standard Model (MSSM),

precise unification requires exactly two doublet Higgs representations; any ex-

tra doublet representations or any number of triplet or higher representations

would destroy unification.
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In short, the popular two-doublet MSSM [7, 8, 9, 10, 11], need not be

nature’s choice. We should be on the look-out for signatures of exotic Higgs

representations, the clearest of which would be the existence of a doubly-

charged Higgs Boson. Thus it is important to understand how to search for

and study such a particle.

Naturally, the phenomenology of the ∆−− derives from its couplings. Tri-

linear couplings of the type W−W− → ∆−− are not present in the absence of

an enabling non-zero v.e.v. for the neutral member (if present) of the rep-

resentation, and q′q̄∆−− couplings are obviously absent. There are always

couplings of the form Z/γ → ∆−−∆++. In addition, and of particular interest,

there is the possibility of lepton-number-violating l−l− → ∆−− couplings in

some models. For Q = T3 + Y
2

= −2 the allowed cases are

l−Rl
−
R → ∆−−(T = 0, T3 = 0, Y = −4),

l−L l
−
R → ∆−−(T =

1

2
, T3 = −1

2
, Y = −3),

l−L l
−
L → ∆−−(T = 1, T3 = −1, Y = −2). (2.1)

Note that the above cases do not include the T = 3, Y = −4 representation

that yields ρ =1, nor the T = 1, Y = −4 triplet with no neutral member, but

do include the T = 1
2
, Y = −3 doublet representation with no neutral member,

and the popular T = 1, Y = −2 triplet representation.

In left-right symmetric (LR) electroweak theory [12, 13, 14, 15] the doubly-

charged Higgs boson is a member of a triplet Higgs representation which plays a

crucial part in the model. The gauge symmetry SU(2)L × SU(2)R × U(1)B−L

of the LR model is broken to the SM symmetry SU(2)L × U(1)Y due to a triplet

Higgs ∆R, whose neutral component acquires a non-vanishing v.e.v.. The ∆R,



2. Phenomenology of a doubly-charged Higgs boson 8

called the ‘right-handed’ triplet, transforms according to ∆R = (1,2,3), and it

consists of the complex fields ∆0
R,∆

+
R and ∆++

R . If the Lagrangian is assumed

to be invariant under a discrete L−R symmetry, it must contain, in addition

to ∆R, also a ‘left-handed’ triplet ∆L = (∆0
L,∆

+
L ,∆

++
L ) = (3,1,2). Hence the

LR model predicts two kinds of doubly-charged particles with different interac-

tions. They are both with |Y | = 2. Phenomenologies of the right-handed and

left-handed isospin triplets are completely different [16]. In contrast with ∆R,

the existence of ∆L is not essential from the point of view of the spontaneous

symmetry breaking of the gauge symmetry. The v.e.v. of its neutral member

is actually quite tightly bound by the ρ parameter, i.e. by the measured mass

ratio of the ordinary weak bosons.

In the case of a |Y | = 2 triplet representation the lepton-number-violating

coupling to left-handed leptons is specified by the Lagrangian form [17]

LY = ihL,ijψ
T
iLCτ2∆LψjL + ihR,ijψ

T
iRCτ2∆RψjR + h.c. (2.2)

where i, j = e, µ, τ are generation indices, the ψ’s are the two-component

left-handed(right-handed respectively) lepton fields ( ψlL,R = (νl, l
−)L,R ) , and

∆ is the 2 × 2 matrix of Higgs fields [6].

∆L,R =







∆−
L,R/

√
2 ∆−−

L,R

∆0
L,R −∆−

L,R/
√

2





 (2.3)

From the point of view of phenomenology a very important fact is that the

U(1)BL
symmetry prevents quarks from coupling to ∆R and ∆L [18]. In the

process that involve hadrons the triplet Higgses appear therefore only through

higher-order corrections.

The Yukawa Lagrangian form 2.2 leads to large Majorana mass terms of
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the form hR,ij〈∆0
R〉νiRνjR for the right-handed neutrinos [19]. These give rise

to the see-saw mechanism [19, 20], which provides the simplest explanation to

the lightness of ordinary neutrinos, if neutrinos do have a mass.

Apart from the question of neutrino mass, the LR model is more satis-

factory than the SM also because it gives a better understanding of parity

violation and it maintains the lepton-quark symmetry in weak interactions.

Nevertheless, so far there has been no direct evidence of left-right symmetry

in weak interactions. This also sets a lower bound to the energy scale of the

breaking of that symmetry.

Decays of a ∆−− are generally quite exotic [1, 2, 6]. At the Fermilab Teva-

tron Collider, there are two major production mechanisms. The first mecha-

nism is (Drell-Yan)pair production, pp̄ → γ/Z0X → ∆−−∆++X. The second

mechanism is single production via WW fusion, pp̄ → W−W−X → ∆−−X .

However, existing phenomenological and theoretical constraints can be easily

satisfied if the W−W− → ∆−− coupling is vanishing ( small ) [5]. Therefore,

in this analysis only ∆−−∆++X pair production is considered.

For a vanishing ∆−− →W−W− coupling, the only two-body decays that

might be important are ∆−− → ∆−W−,∆−− → ∆−∆− and, if the lepton

coupling is present, ∆−− → l−l−. Typically, the ∆−− and ∆++ have similar

masses, in which case ∆−− → ∆−∆− is likely to be disallowed. Thus, the

focus is on the ∆−W− and l−l− final states. Decays into ∆± would only be

relevant if the singly-charged Higgs boson is lighter than the doubly-charged

Higgs boson. In many models, it is possible for the ∆−− to couple to like-sign

lepton pairs, l−l−. If the W−W− → ∆−− coupling is vanishing (or very small),

it is then very likely that the doubly-charged Higgs will dominantly decay to

like-sign leptons via the lepton-number-violation coupling.
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The dominant final states are therefore expected to be like-sign lepton

pairs. The possible decay modes are decays in the e, µ and τ channel. Since

these decays violate lepton flavor conservation, decay modes with mixed lepton

flavor are also possible. Left-handed and right-handed states are distinguished

by their decays into left-handed leptons or right-handed leptons. An exact

measurement of the branching ratio for this kind of decay process gives a very

impressive limit on the coupling constant.

For a T = 1, Y = −2 triplet we find [1, 2, 6]

Γ∆−W−

∆−− =
g2

16π

M3
∆−−β3

m2
W

∼ (1.3 GeV)(
m∆−−

100 GeV
)3β3 (2.4)

Γl−l−

∆−− =
|hll|2
8π

M∆−− ∼ (0.4 GeV)(
cll

10−g
)(

m∆−−

100 GeV
)3 (2.5)

where β is the usual phase space suppression factor, and hll stands for

|hll| ≡ cllm
2
∆−−(GeV) (2.6)

with cll a dimensionless coupling constant to be estimated from the exper-

iment. The Higgs bosons are therefore short-lived (in an experimental sense)

unless the coupling hll are very small (less than 10−9). These constants are

the subject of a further discussion in this paper. Their relative ratio provides

an insight into the branching ratios of ∆−− → l−l− into l = e, µ or τ .

Alternatively, if the ∆−− → l−l− and ∆−− →W−W− couplings are both

vanishing or very small, then the ∆−− can have a sufficiently long lifetime that

it will decay outside the detector. Identification of the ∆−−∆++ pair via the

associated dE/dx distributions in the tracker would then be possible.
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Figure 2.1: Leading order diagram for the pair production of doubly-charged

Higgs bosons in pp̄ scattering, where both Higgs bosons decay into muons.

2.2 Experimental limits on the doubly-charged

Higgs bosons

The contribution of a doubly-charged Higgs boson ∆−−/∆++ exchange in sev-

eral physics processes was considered in this chapter. It was demonstrated

that the effective Hamiltonian that is typically used to interpret the results

of muonium-antimuonium oscillation experiment also describes the t-channel

exchange of a ∆−− [17]. And a limit on the existence of the ∆−− can be ex-

tracted from the most recent muonium oscillation results [16]. The effect of

∆−− exchange on high-energy Bhabha scattering is discussed, and a limit is

extracted from the published cross sections of several experiments at SLAC,

DESY, as well as LEP searches at OPAL and L3 [16]. The case of a non-

diagonal coupling of the ∆−− to the charged leptons (non-diagonal in lepton
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flavor) is considered. A limit is extracted from the result of the most recent

search for the most recent search for the rare decay µ → 3e [16]. Finally, the

contribution to the anomalous magnetic moment of the muon (g − 2)µ is dis-

cussed and the limit is derived from very recent measurement published by the

Muon (g−2) Collaboration in Brookhaven [21]. These measurements represent

indirect searches for a doubly-charged Higgs boson, it is possible however, to

search for ∆−− directly. Limits from LEP experiments are given [53, 54]. This

thesis presents a direct search for a doubly-charged Higgs in the muon channel

at D0.

2.2.1 Indirect signals

Low-energy bounds on the doubly-charged Higgs can be derived from the good

agreement between theory and experiment in many process expected in the

Standard Model, and from non-observation of reactions which are forbidden or

suppressed in the SM. These processes represent indirect signals for a doubly-

charged Higgs, from their results are derived present low-energy bounds on the

doubly-charged Higgs couplings and mass.

A. Muonium-Antimuonium transitions

The origin of the apparent family structure of all known fermions is a

complete mystery. It has been known since the discovery of the kaon that

the weak eigenstates of the quark sector do not respect this family structure.

However, no analogous behavior has ever been observed in the lepton sector.

Most searches for lepton-flavor violation have concentrated upon processes
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which change lepton flavor Lf by one unit (e.g. K → µe or µ→ eγ)2. There

have been relatively few searches done for those processes that change lepton

flavor by two units.

An example of such a transition is the process e+e− → µ−µ−, or the trans-

formation of muonium (µ+e− ≡ M̄). The latter process is the exact analog of

neutral kaon mixing. There is a number of physical models that incorporate

lepton-flavor-changing processes. Feynman diagram for three processes that

mediate the conversion of muonium into antimuonium are shown in Figure 2.2.

Figure 2.2 (a) represents the second-order exchange of ordinary massive

Dirac neutrinos. Since the external (lepton) masses are at least as large as the

internal (neutrino) masses, this process is more analogous to B0 − B̄0 mixing

than to neutral-kano mixing. Several authors have calculated the effective

Hamiltonian for B-meson mixing. Changing quark labels to lepton labels, we

can write that the effective Hamiltonian for second-order neutrino exchange is

given by the expression [22]

Heff =
GA√

2
ψ̄µγ

α(1 + γ5)ψeψ̄µγα(1 + γ5)ψe

+
GB√

2
ψ̄µγ

α(1 − γ5)ψeψ̄µγα(1 − γ5)ψe + h.c. (2.7)

where the coupling constants GA and GB are complicated functions of

lepton masses, neutrino masses and mixing angles.

The process presented in Figure 2.2 (b) is quite similar to that represented

by Figure 2.2(a) except that Majorana neutrinos are exchanged instead of

Dirac ones. The limit on the coupling constant can be derived from the absence

2A change of lepton flavor ∆Lf is defined as the change in lepton number for each species

of lepton.
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Figure 2.2: Three possible subprocesses for muonium to antimuonium con-

version. (a) represents a second-order exchange of ordinary Dirac neutrinos.

(b) is a similar process but with Majorana neutrinos instead. (c) represents

the t-channel exchange of a doubly-charged Higgs boson. All diagrams can be

reordered to describe the process e−e− → µ−µ−.

of neutrinoless double-beta decay [23].

The third process shown in Figure 2.2 (c) involves the t-channel exchange
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of a doubly-charged Higgs boson.

The mass of the doubly-charge Higgs boson M∆ is certainly large on the

scale of the momentum transfer that is associated with muonium to antimuo-

nium oscillation. The effective Hamiltonian forM−M̄ conversion can therefore

be written as [17]

H∆ =
geegµµ

8M2
∆

ψ̄µγ
α(1 + γ5)ψeψ̄µγα(1 + γ5)ψe + h.c. (2.8)

with the coupling constant defined as

GMM̄ ≡ geegµµ

4
√

2M2
∆

=
geegµµ

g2
[
MW

M∆

]2GF (2.9)

where g is the SU(2) coupling constant and MW is the W boson mass.

Using Equation 2.9, the current limit on GMM̄ can be converted into a limit

on the ratio of couplings to M2
∆ (at 90% CL) [24]

geegµµ

M2
∆++

≤ 5.8 × 10−5 GeV−2. (2.10)

Processes that exhibit lepton flavor violation may be the most spectacular

to contemplate but are not necessarily the most sensitive ones to use in exper-

imental searches.

B. Bhabha scattering

The doubly-charged Higgs boson could contribute to both Bhabha and

Moller scattering, even if they were too heavy to be directly produced at the

given collider energy. They can therefore be detected via deviations from the

SM expectations for the total cross sections and angular correlations. In the



2. Phenomenology of a doubly-charged Higgs boson 16

presence of off-diagonal flavor couplings, they may even produce states which

are not expected in the realm of the standard model.

Doubly-charged scalar Higgs boson contribution to Bhabha scattering at

the tree level, shown in Figure 2.3, involves the t-channel exchange of a ∆−−.

Moller scattering involves the s-channel exchange which is experimentally less

interesting.

Figure 2.3: Lowest order Feynman diagrams contributing to e+e− → e+e−

scattering. (c) The contribution from doubly-charged Higgs is given in the

third diagram.

If we assume thatM∆ is large as compared with the center-of-mass energy of

the scattering process, the effective Hamiltonian for Bhabha scattering process

can be written as [25]

HBhabha =
g2

ee

2M2
∆

ψ̄eRγ
αψeRψ̄eRγαψeR + h.c. (2.11)

where we have chosen to express all fields as chiral fields. From Equa-

tion 2.11 is trivial to extract the cross section for unpolarized Bhabha scatter-

ing [25]
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σHiggs(cos θ) ≡ dσ

d(cos θ)

=
πα2

4s
[4A0 + A−(1 − cos θ)2 (2.12)

+A+(1 + cos θ)2], (2.13)

where the coefficients A0, A− and A+ are defined as

A0 = [
s

t
]2|1 +

grgl

e2
t

tZ
|2,

A− = |1 +
grgl

e2
s

sz

2

,

A+ =
1

2
|1 +

s

t
+
g2

r

e2
[
s

sz
+
s

tz
] +

2g2
ees

e2M2
∆

|2

+
1

2
|1 +

s

t
+
g2

l

e2
[
s

sz
+
s

tz
]|2. (2.14)

The various quantities used in Equation 2.13 are defined as follows: θ is the

scattering angle in the center of mass (c.m.) frame; s is the square of the c.m.

frame energy; t = −s(1 − cosθ)/2; sZ = s−M2
Z + iMZΓZ (MZ and ΓZ are the

mass and decay width of the Z0 boson, respectively); tZ = t−M2
Z + iMZΓZ ;

gr = e tan θW (e and θW are the electric charge and electroweak mixing angle,

respectively); and gl = −e cot 2θW .

Equation 2.13 is valid only for the case M2
∆ ≫ s. If s is comparable to or

larger than M2
∆, the coefficient A+ must be modified to account for effect of

the ∆−− propagator.

From the Bhabha scattering cross-section at SLAC [26, 27] and DESY [28,

29] the following bound on the gee was established

• at 90% confidence limit:
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g2
ee

M2
∆++

≤ 8.0 × 10−6 GeV−2 (2.15)

• at 95% confidence limit:

g2
ee

M2
∆++

≤ 9.7 × 10−6 GeV−2 (2.16)

C. Muon decays

Many of the best limits on lepton-flavor violation come from searches for

rare decay modes of the muon [30]. If the coupling of the doubly-charged Higgs

is purely diagonal in the lepton flavor as described in Equation 2.2, the ∆−−

does not mediate muon decay at the tree level.

We consider the case when the doubly-charged Higgs boson couples non-

diagonally to the charged-lepton sector [31, 32]. In such a case, the doubly-

charged Higgs can mediate the decay µ→ e−e+e−. This process is shown in

Figure 2.4.

A very stringent coupling constant limit can be obtained from an existing

limit on branching ratio for the µ → 3e process [33].

The non-diagonal coupling can be defined by the following Lagrangian

form [34]

L =
geµgee

8M2
∆

ψ̄µγ
α(1 + γ5)ψeψ̄eγα(1 + γ5)ψµ + h.c. (2.17)

where the coupling constant geµ is presumably suppressed by the sine of a

mixing angle as compared to the regular diagonal coupling constants.

Equation 2.17 can be used to calculate the µ→ 3e branching ratio [17]
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Figure 2.4: The decay µ→ e−e+e− mediated by a ∆−−.

BR(µ → 3e) ≡ Γ(µ+ → e−e+e−)

Γ(µ− → e−νµν̄e)

=
g2

eµg
2
ee

16G2
FM

4
∆

= 2[
geµgee

g2
]2[
MW

M∆
]4. (2.18)

The best published limit on the branching ratio of µ→ 3e is BR(µ →
3e) < 6.8× 10−13 at 90% confidence level [36]. The limit on geµgee/M

2
∆ can be

found using Equation 2.19 [37]

geµgee

M2
∆++

≤ 3.2 × 10−11 GeV−2 (2.19)

This appears to be the most stringent limit on the existence of doubly-

charged Higgs boson.

Another interesting lepton-flavor violation process is the radiative muon

decay, µ→ eγ [38, 39, 40, 41]. This process is forbidden in the SM, but it can
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be mediated at the one-loop level by doubly-charged Higgs boson as depicted

in Figure 2.5.

Figure 2.5: The radiative muon decay µ→ eγ mediated by ∆±± (labeled as L

because contribution from a singly-charged Higgs (L=∆±± or ∆±) is possible

too).

The branching ratio of the radiative decay is indeed constrained to be very

small [42]

BR(µ → eγ) ≤ 4.0 × 10−11 (2.20)

However, one should keep in mind that being this a one-loop process, the

matrix element is suppressed by a factor (1/4π)2. This is why decay µ→ 3e

gives a stronger bound. Nevertheless, µ→ eγ applies to different combinations

of generation indices, because one can observe any lepton flavor in the loop.

That makes this process to be equally interesting.

From non-observation of this decay follows [36, 37]

geµgµµ

M2
∆++

≤ 2.0 × 10−10 GeV−2 (2.21)
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D. Anomalous magnetic moment of the muon

The anomalous magnetic moment of the electron and the muon are two

of the most accurately measured quantities in physics. The Muon (g − 2)

Collaboration in Brookhaven has measured the anomalous magnetic moment

of the negative muon aµ = (g − 2)/2 to a precision of 0.7 parts per million

(ppm) at the Brookhaven Alternation Gradient Synchrotron (AGS) [43].

The measurement is based on muon spin precession in a magnetic storage

ring with electrostatic focusing [44, 45, 46, 47, 48]. Protons from AGS are

sent on a fixed target, where pions are produced dominantly. They decay

into muons in-flight (cτ of a pion is 6.7 m). Muons are fed into a uniform,

doughnut-shaped magnetic field and travel in a circle (central orbit radius is

7.11 m). After each circle, muon’s spin axis changes by 12◦, and it keeps on

precessing in the same direction (precession period is 4.37 µs). After circling

the ring many times, muons spontaneously decay to electron (plus neutrino)

in the direction of the muon spin.

Inside the ring, there are 24 scintillating counter detectors on the inside of

the ring. The (g − 2)µ parameter is then azimuthal angle measured between

electron direction of flight and muon momentum orientation, divided by the

magnetic field B = 1.45T the muon is traveling through in the ring.

The (g−2)µ value of the negative muon magnetic anomaly was announced

on January 8, 2004.

The published experimental value is [21]

aµ−(BNL2001) = 1165214(8)(3)× 10−10(0.7ppm)

aµ−(exp) = 11659208(6)× 10−10(0.5ppm) (2.22)
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in which the total uncertainty consists of 5 × 10−10 (0.4 ppm) statistical

uncertainty and 4 × 10−10 (0.3 ppm) systematic uncertainty.

SM prediction for aµ consists of QED, hadronic and weak contributions.

The uncertainty on the SM value is dominated by the uncertainty on the lowest-

order hadronic vacuum polarization. The same can be determined indirectly

using hadronic τ decay data [49]. In principle, the τ data should even improve

the precision of aµ(had) measurement. However, discrepancies between the τ

and the e+e− results exist. These two data sets do not give consistent results

for the pion form factor. Using the annihilation of e+e− to hadrons data gives

the corresponding theoretical value [50]

aµ−(SM) = 11659181(8)× 10−10(0.7ppm) (2.23)

The number deduced from τ decay is larger by 15 × 10−10. The difference

between the experimental determination of aµ and the SM theory using the

e+e− or τ data for the calculation of the hadronic vacuum polarization is 2.7σ

and 1.4σ, respectively [21].

The new physics contribution could be of the order of

δ(aµ−(exp) − aµ−(SM)) = 2.7σ = 2.7 × 10−9. (2.24)

As we will see, these constraints are not particularly strong. The (g− 2)/2

unlike other low energy bounds are square of a coupling constant.

There are two one-loop Feynman diagrams mediated by doubly-charged

Higgs that could contribute to (g − 2). They are given in Figure 2.6.

The contribution of both diagrams has been evaluated [34]. They con-

tribute to aµ− as [35]
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Figure 2.6: One-loop diagrams mediated by doubly-charged Higgs bosons that

contribute to (g− 2) (labeled as L because contribution from a singly-charged

Higgs is easily possible too).

aµ− = − 3h2
µµm

2
µ

16πM∆2

(2.25)

If one assumes that the total discrepancy between the SM and (g − 2)

measurement is caused by extra contribution from ∆±± bosons, the limit on

the coupling is the following

g2
µµ

M2
∆++

≤ 4.0 × 10−6 GeV−2. (2.26)

2.2.2 Direct signals

When the doubly-charged Higgs bosons are obtained from the study of virtual

processes, the limits on the existence of the signal have the property that the

limit on the mass M∆ is correlated with the size of the coupling gll. This

correlation could be removed by searching for the production of real ∆−−∆++

pairs. The direct signal process e+e− → ∆++∆−− would produce rather spec-

tacular four-lepton events (such as µ−µ−µ+µ+ combinations). This section re-
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views coupling-independent limits from published measurements of the process

e+e− → 4l (by LEP experiments) and it provides an insight into calculating

of the NLO cross-section for the doubly-charged Higgs boson production at

Tevatron and LHC.

A. Limits from e+e− → ∆++∆−− → 4l searches at LEP

The tree level differential cross section for the process e+e− → ∆++∆−− is

given by the expression [6]

dσ

d(cosθ)
=
πα2Q2

∆

4s
sin2 θ[1 − 4M2

∆

s
]3/2, (2.27)

where
√
s is the total center of mass frame energy of the e+e− system; θ

is the polar angle of the outgoing ∆−− with respect to the incident electron

direction; and Q∆ is the charge of the Higgs boson (Q∆ = 2). The total cross

section for the process can therefore be written as [17]

σ =
4πα2

3s
[1 − 4M2

∆

s
]3/2. (2.28)

In the limit M∆/s→ 0, the total cross section is equal to the cross section

for the production of muon pairs.

Each of the Higgs bosons then decays into a same-sign pair of leptons with

a characteristic decay width Γl±± that is described by Equation 2.5. For a

mass M(∆±±) of about 100 GeV/c2, Yukawa couplings of hµµ < 0.5 are still

allowed. The requirement that the ∆±± is not stable and decays within ≃
1 cm then according to Equation 2.5 corresponds to hµµ > 10−7.

Direct searches were performed by the OPAL, L3 and DELPHI collabo-

rations at LEP in e+e− scattering. From e+e− → ∆++∆−− → 4l searches at
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LEP, mass limits of M(∆±±
L ) > 100.5 GeV/c2 and M(∆±±

R ) > 100.1 GeV/c2

were obtained by OPAL [51] and a limit of M(∆±±
L(R)) ≥ 99.4 GeV by L3 [52],

assuming a 100% branching ratio into muons3.

The lower limit for left- or right- handed doubly-charged Higgs bosons

decaying via any single lepton channel ∆±± → ll(l = τ, µ, e), assuming a

100% branching ratio in that channel, is M∆±± > 98.5 GeV/c2 (OPAL) and

97.3 GeV/c2 (L3). DELPHI has searched in the channel ∆±± → τ±τ±, ob-

taining a limit of M∆±± > 97.3 GeV/c2 [53].

OPAL has also searched for the production of single doubly-charged Higgs

bosons, which constrains the Yukawa coupling to elections, hee, to be less than

0.071 for M(H±) < 160 GeV/c2 [54].

B. Doubly-charged Higgs searches at Tevatron and LHC

At hadron colliders, the lowest order (LO) partonic cross section for doubly-

charged Higgs boson pair production is given by

σ̂LO(qq̄ → ∆++∆−−) =
πα2

9Q2
β3[e2qe

2
∆ +

eqe∆νqν∆(1 −M2
Z/Q

2) + (v2
q + a2

q)ν
2
∆

(1 −M2
Z/Q

2)2 +M2
ZΓ2

Z/Q
4

]

(2.29)

with ν = (2 I3q − 4 eqs
2
W )/(2 sW cW ), aq = 2 I3q/(2 sW cW ) and ν∆ =

(2 I3 ∆ − 2 e∆s
2
W )/(2 sW cW ), where I3q(I3∆) denotes the third isospin com-

ponent and eq(e∆) the electric charge of the quark q (doubly-charged Higgs

boson ∆−−) and sW = sin θW , cW = cos θW . Q2 is the squared partonic center

of mass frame energy, α is the QED coupling evaluated at the scale Q, MZ

the Z boson mass and ΓZ the Z boson width. The Higgs velocity is defined

3All limits in this note are given at 95% CL, unless specified otherwise.
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as β =
√

1 − 4M2
∆/Q

2.

The hadronic cross sections can be obtained from convolution the partonic

cross section with the corresponding (anti)quark densities of the (anti)protons

σLO(pp/pp̄→ ∆++∆−−) =
∫ 1

τ0
dτ
∑

q

dLqq̄

dτ
σ̂LO(Q2 = τs) (2.30)

where τ0 = 4 M2
∆/s with s being the total hadronic center of mass energy

squared, and Lqq̄ denotes the qq̄ parton luminosity.

Next-to-leading order (NLO) QCD corrections to the ∆++∆−− pair pro-

duction cross-section have recently been calculated [55]. Both at the Tevatron

and the LHC, QCD corrections are found to be of moderate size. They increase

the LO cross section by about 20–30%. The residual theoretical uncertainties

are of the order of 10–15% which is sufficient for experimental searches for

these particles at the Tevatron and LHC.

The standard QCD corrections are: virtual gluon splitting, gluon emission

and quark emission. They are identical to corrections applied in case of the

Drell-Yan process.

The LO cross section is modified as follows [55]

σ = σLO + ∆σqq̄ + ∆σqḡ (2.31)

∆σqq̄ =
αs(µR)

π

∫ 1

τ0
dτ
∑

q

dLqq̄

dτ

∫ 1

τ0/τ
dzσ̂LO(Q2 = τzs)wqq̄(z)

∆σqḡ =
αs(µR)

π

∫ 1

τ0
dτ
∑

q

dLqḡ

dτ

∫ 1

τ0/τ
dzσ̂LO(Q2 = τzs)wqḡ(z)

where the coefficient functions can be expressed as [56]

wqq̄(z) = −Pqq(z)ln
µ2

F

τs
+

4

3
{[π

2

3
− 4]δ(1 − z) + 2(1 + z2)(

ln(1 − z)

1 − z
)+}
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wqḡ(z) = −1

2
Pqg(z)ln(

µ2
F

(1 − z)2τs
) +

1

8
(1 + 6z − 7z2) (2.32)

and where µF denotes the factorization scale, µR the renormalization scale

and Pqq, Pqg the splitting functions [57]

Pqq(z) =
4

3
{ 1 + z2

(1 − z)+
+

3

2
δ(1 − z)}

Pqg(z) =
1

2
{z2 + (1 − z)2}. (2.33)

The numerical results were calculated by Margarete Mühlleitner and Michael

Spira using CTEQ6L1 (CTEQ6M) parton densities at next-to-leading order

with the strong coupling αs adjusted accordingly, i.e. αLO
s (MZ) = 0.130,

αNLO
s (MZ) = 0.118. The electroweak quantum numbers of the doubly-

charged Higgs boson ∆−− have been chosen to be isospin I3∆ = −1 and charge

Q∆ = −2.

The NLO cross section at the Tevatron for the left- and right-handed states,

and the ratio between the NLO and LO cross-section (K-factor) as a function

of M(∆±±) are shown in Figure 2.7 .

The renormalization and factorization scale has been chosen as µ2
F = µ2

R =

Q2 which is the natural scale choice for Drell-Yan like processes.

For comparison, Figures 2.8 and 2.9 show the cross section and K-factor

(K = σNLO/σLO) as function of doubly-charged Higgs mass. The curve for the

Tevatron is truncated at M∆ = 500 GeV/c2, since the cross section gets too

small above and it thus phenomenologically irrelevant.

The QCD corrections increase the LO cross section by 20-30% which can be

inferred from Figure 2.9. The residual renormalization and factorization scale

dependence at NLO amounts to about 5-10% and it serves as an estimate of
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the theoretical systematical uncertainty in this analysis. This uncertainty is

comparable to NNLO corrections. The uncertainties of the parton densities

have to be added. This why the final theoretical uncertainty on the NLO cross

section amounts to 10–15% [55].

Figure 2.7: Tevatron: (a) NLO cross-sections and (b) ratio of the NLO to LO

cross-sections as a function of the mass of the doubly-charged Higgs boson,

M(∆±±) [55].

The pair production cross-section for left-handed doubly-charged Higgs

bosons in the mass range 100 < M(∆±±) < 200 GeV/c2 is about a factor two

larger than for the right-handed states due to different coupling to the inter-

mediate Z boson.

The search for doubly-charged Higgs boson decaying into muons via the

process qq̄ → γ∗/Z → ∆++∆−− → µ+µ+µ−µ− is presented in this thesis. The

leading-order diagram is shown in Figure 2.1.

Using dimuon events with muons of opposite charge, which originate mainly
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from Z → µ+µ− decays, the experimental sensitivity to a possible ∆±± signal

was studied. A search for doubly-charged Higgs production in muon final

states is then performed by selection events that contain like-charged muon

pairs and one third muon.

Figure 2.8: Production cross sections of doubly-charged Higgs pair production

at the Tevatron and the LHC as a function of its mass [55].

A previous search by the D0 collaboration in the µµ channel has excluded

H++
L below a mass of 118 GeV/c2 and H±±

R bellow a mass of 98.2 GeV/c2 [92].

With 240 pb−1 of pp̄ collision data collected by the CDF II experiment a

search for doubly-charged Higgs boson by the CDF collaboration in µµ channel
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Figure 2.9: K-factors of doubly-charged Higgs pair production at the Tevatron

and the LHC as a function of its mass [55].

has excluded H±±
L below a mass of 136 GeV/c2 and H±±

R below a mass of

113 GeV/c2 [93]. In this analysis we present a search for doubly-charged Higgs

bosons in the µµ channel using 1058.12 pb−1 of data obtained by the D0 RunIIa

experiment.



Chapter 3

Experimental apparatus

The Tevatron is a synchrotron accelerator that collides protons with antipro-

tons which is located 40 miles west of Chicago at the Fermi National Acceler-

ator Laboratory (FNAL). Collisions occur every 396 nsec at a center of mass

energy of s = 1.96 TeV, thus making the Tevatron the highest energy collider

in the world until the Large Hadron Collider begins operating at CERN. There

are the two interaction regions: D0, where the detector of the same name is

located, and B0 where the Collider Detector at Fermilab (CDF) is housed. A

brief review of the complex and the D0 detector is presented here.

3.1 The Tevatron Accelerator

Figure 3.1 shows a schematic view of the Fermilab accelerator complex. The

proton beam originates as a pulsed 18 KeV negative hydrogen ion beam from

a magnetron surface-plasma source. A schematic of a basic magnetron source

is shown in Figure 3.2. It consists of a cathode surrounded by an anode

with a small gap, typically 1 mm, with a magnetic field passing through the

31
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Figure 3.1: The Tevatron accelerator complex

apparatus. Hydrogen gas is added to a pressure of a few hundred millitorr and

a dense plasma is produced while electrons are confined to spiral in the anode-

cathode gap. Energetic particles strike the cathode and sputter off hydrogen

atoms which have been absorbed on the surface. A Cesium vapor coating the

cathode surface raises the probability that a hydrogen atom will remove the

necessary electrons. After the H− are formed they are extracted through the

anode aperture and accelerated through the extraction plate.

The hydrogen ions are then accelerated through a Cockroft-Walton gener-

ator to an energy of 750 KeV and injected into the Linac, a long line of radio
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Figure 3.2: A simple magnetron source
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frequency (RF) cavities consisting of drift tubes separated by gaps. A particle

traveling down the Linac experiences an accelerating field while in the gap

between the drift tubes and is shielded from the decelerating field within the

drift tube. The hydrogen ions are thus bunched together in the Linac, acceler-

ated to 400 MeV and injected into the Booster, a synchrotron accelerator that

accelerates the protons to 8.9 GeV in 33 msec. The Booster uses a charge-

exchange injection system in which negative hydrogen ions are brought into a

parallel path with protons circulating in a closed orbit in a straight section.

The two beams are then merged and passed through a carbon foil which strips

the electrons from the H−’s. The original proton beam is then restored into a

closed orbit while unstripped ions are passed to a beam dump.

The proton bunches are then transferred to the Main Injector, a larger

synchrotron accelerator that operates in two modes. In the first mode the

protons are accelerated to 120 GeV and sent to the p̄ production target. In

the second mode the protons are accelerated to 150 GeV and are injected into

the Tevatron. Antiprotons are created by firing protons onto a nickel target

and then focusing the secondaries produced through a lithium lens. These

antiprotons are then sent to the Debuncher where their momentum spread

is reduced and the transverse profile of the beam is reduced via stochastic

cooling. They are then stored in the Accumulator ring until they are needed for

a period of collisions, referred to as a “store”. The collection of antiprotons in

the Accumulator is referred to as the “stack”. Because the stacking rate in the

Accumulator decreases as the stack size increases, the stack is transferred either

to the Main Injector for acceleration or to the Recycler Ring for further storage

and cooling. Transfers of stacks to the Recycler enable the Accumulator to

stack at a faster rate and thereby increase the number of antiprotons available



3. Experimental apparatus 35

for collisons. Antiprotons in the Recycler, referred to as the “stash”, are stored

until they are needed for a store in which case they are transferred to the Main

Injector for further acceleration.

The proton or antiprotons beams are then injected into the Tevatron ring

where they are accelerated to 980 MeV and steered by superconducting mag-

nets. Each beam has 36 bunches distributed in three groups of 12 called

superbunches. The relative position of the bunches is marked by time periods

of 132 ns called ticks, of which there are 159 in the ring. Within a superbunch,

the bunch spacing is three ticks (396 ns, which corresponds to about 120 m).

The tick and turn structure of the Tevatron beams is shown in Figure 3.3. The

p and p̄ beams are kept in helical orbits everywhere except the two interaction

regions: D0 and CDF. At these two locations, quadrupole magnets squeeze the

beams into a cross-sectional area of σa ≈ 5 × 10−5 cm2 such that the beams

collide in the geometrical center of each detector.

3.2 The D0 detector

D0 RunII detector is a large, multipurpose detector for studying pp̄ collisions

which has been operating at the Fermilab Tevatron since March 2001. The

design was optimized for the study of high-pT physics and high mass states,

and stresses the identification and measurement of electrons and muons, the

measurement of the direction and total energy of high-pT jets, and the deter-

mination of missing transverse energy. Emphasis is also placed on identifying

and tracking individual particles within jets.

Detectors for colliding beam experiments are composed of several different
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Figure 3.3: The Tevatron beam structure showing 36 bunches distributed in 3

superbunches.
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particle-detection devices. They all have their specific strengths and weak-

nesses. The general layout is optimized however, to achieve optimal efficiency

of detecting products of high-energy collisions inside the detector. This is nat-

urally dictated by the physics processes governing the interaction of different

particle with the material.

The tracking system is the closest to the interaction point. These devices

are designed to measure with a high efficiency and a great accuracy the three

dimensional trajectories of particles passing through them. The tracking de-

tectors are immersed in a magnetic field. This permits a determination of the

momentum of the charged particle using the curvature (its bending radius) in

the magnetic field.

The tracking system is surrounded by the calorimetry. Calorimeters are

detectors that measure the energy of a particle that is passing through them.

An ideal calorimeter should be so thick that it will absorb all the energy of

incident particles. The energy of a particle is measured through the energy

deposit in the active material of the calorimeter. This is somewhat inconsistent

with the tracking detectors. They should contain as little material as possible

in order to minimize effects like multiple scattering and energy loss. Both

effects alter the precision with which the calorimeter can estimate energy of

an incident particle. Additionally, it complicates reconstruction of particle

energies because one has to take into account the energy deposit prior to the

calorimeter (that is not read out). A calorimeter is typically made thick enough

to stop all known particles except for muons and neutrinos.

Muons are identified by the use of the tracking system outside the calorime-

ter. Any charged particles that penetrate the calorimeter are likely to be

muons. Their momentum is measured using the toroidal field created in the
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Figure 3.4: Cross sectional view of the Run II D0 detector [55].

muon system. Neutrinos are not detected at all. Their presence is however

inferred from an imbalance in the total detected momentum perpendicular to

the beam.

The D0 detector is illustrated in Figure 3.4. The D0 detector is about 13

m high × 11 m wide × 17 m long with a total weight of about 5,500 tons.

The entire detector assembly rests on rollers so that it can be rolled from

the assembly area to the collision hall. The platform provides rack space for

detector electronics and other support services.



3. Experimental apparatus 39

The electronic noise and grounding is an issue at D0. In order to minimize

the electronic noise, most of the clocked devices are kept out of platform. They

are moved to the Movable Counting House (MCH), where the analog signals

are brought. The MCH contains the digitization electronics, Level 1 trigger,

high-voltage power supplies and distribution boxes, etc. The MCH also moves

with the detector when rolling in to reduce the length of cables needed to read

out the detector. The detector data cables are lead out into the second floor

of MCH, into so-called fixed counting house.

The D0 detector was constructed to study high mass and high-pT phenom-

ena, such as supper-symmetric squarks, gluons and charginos, top physics, the

b-sector, properties of the W boson, searches for the Standard Model Higgs

boson and beyond. The detector has performed extraordinarily well in Run I.

The top discovery and other published physics results are a living reminder of

that.

3.2.1 Coordinate System

D0 uses a right-handed coordinate system with the z-axis along the proton

direction and the y-axis in the upward direction. The x-axis is therefore in

the direction of the center of the Tevatron ring. The angles φ and θ are the

azimuthal and polar angles, respectively. We use r to denote the perpendicular

distance from the z-axis. We define the pseudorapidity as,

η = − ln

[

tan

(

θ

2

)]

. (3.1)

The pseudorapidity is used to approximate the true rapidity,
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y =
1

2
ln

(

E + pz

E − pz

)

, (3.2)

for finite angles in the limit that (m/E) → 0, which is almost always valid

for the relativistic particles arising from interactions at
√
s = 1.96 TeV. We

use the term “forward” to describe regions at large |η|.

3.2.2 Tracking system

The central tracking system consists of the silicon microstrip tracker (SMT)

and the central fiber tracker (CFT) surrounded by a 2 T solenoidal magnet.

The central tracking system encloses the D0 beryllium beam pipe, which has

a wall thickness of 0.508 mm, an outer diameter of 38.1 mm, and is 23.7 m

long. Outside of the solenoid is a scintillator-based preshower detector along

with other preshower detectors that are mounted on the inner surfaces of the

forward calorimeter cryostats. A view of the tracking system is shown in Fig-

ure 3.5.

Silicon Microstrip Tracker

The SMT has 792,576 individual strip (6,192 readout chips), with typical

pitch of 50–80µm, and a design optimized for tracking and vertexing capability

at |η| < 3. The system has a six-barrel longitudinal structure, each with a set

of four layers arranged axially around the beam pipe, and interspersed with

16 radial disks.

The basic philosophy of the D0 silicon tracker is to maintain track and

vertex reconstruction over the full η acceptance of D0. This task, however, is

complicated by the Tevatron environment. In a machine with a point source
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Figure 3.5: Cross sectional view of the D0 tracking system.

luminous region the interaction point could be surrounded by detectors in a

roughly spherical geometry. This would allow all tracks to intersect the detec-

tor planes at approximately normal incidence and provide optimal resolution.

The design of the SMT is in large part dictated by the long interaction

region, σ ≈ 25 cm, which makes it difficult to deploy detectors such that

the tracks are generally perpendicular to detector surfaces for all η. This

requirement led to a hybrid system, with barrel detectors measuring primarily

the r − φ coordinate and disk detectors which measure r − z as well as r − φ.

Thus vertices for high particles are reconstructed in three dimensions by the
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disks, and vertices of particles at small values of η are measured in the barrels.

Given all constraints and design considerations, to be discussed in more

detail below, the following design was adopted. There are six barrels in the

central region. Each barrel has four silicon readout layers, numbered one

through four. The four most central barrels employ only double sided silicon.

Layers 1 and 3 have axial and 90 stereo readout; layers 2 and 4 have axial

and 2002 stereo readout. The outermost two barrels, the barrels at high |z|,
employ single sided silicon with axial readout only in layers 1 and 3. Layers 2

and 4 have, as in the central four barrels, double sided silicon with axial and

2002 stereo readout. The SMT barrel geometry is shown in Figure 3.7.

Each barrel is capped with a disk of wedge detectors, called the “F-disks”.

The F-wedges are double sided silicon wafers with trapezoidal shape, with the

edges at ±15◦ with respect to the symmetry axis of the wafer. The strips run

parallel to one edge, giving an effective stereo angle of 30◦. There are twelve

wedges mounted on a disk. To provide further coverage at intermediate |η|,
the central silicon system is completed with a set of three F-disks on each side

of the barrel. Each disk is rotated by 7.5◦ with respect to its more central disk.

In the far forward and backward regions two large diameter “H-disks” pro-

vide tracking at high |η|. Each H-wedge consists of two single sided silicon

detectors, glued back-to-back. The strips run at 7.5◦ with respect to the sym-

metry axis of the wafers, giving an effective stereo angle of 15◦. A total of 24

wedges are mounted on one H-disk. Figure 3.6 shows an isometric view of the

silicon tracker.

Given the limited radial space available, the four layer silicon detector

design was chosen. In this geometry, disks at fixed locations in z provide an

additional space point on a track, which give great aid in pattern recognition
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Figure 3.6: Isometric view of the D0 silicon tracker.

and track finding. In such a system the disk separation must be kept small

to minimize extrapolation errors. However, each plane of disks also represents

a dead region between the barrels which lowers the overall efficiency of the

detector. Thus, there is a compromise between vertex resolution at large |η|
(1/disk spacing) and efficiency at small values of |η|.

The 12 cm long barrel segments are separated by 8 mm gaps containing

F-disks at |z| = 12.487 cm, 25.300 cm and 38.113 cm. A set of three more

F-disks is located at each end of the central barrel section, at |z|=43.113 cm,

48.113 cm and 53.113 cm as shown in Figure 3.8. The disks greatly increase

the coverage at high |η|. Table 3.1 summarizes some of the characteristic of

the SMT.

Silicon detectors are p − n junction diodes operated at reverse bias [61].

They are attractive for particle physics because they can be fabricated into

small structures leading to very precise position measurements of charged

tracks and they have low ionization energy. For example, in silicon one gets

an electron-hole pair for every 3.6 eV released by a particle crossing the
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Figure 3.7: SMT barrel geometry
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Figure 3.8: Slide view of on half of the central silicon detector.

Barrels F-disks H-disks

Channels 387,072 258,048 147,456

Modules 432 144 96 pairs

Si area 1.3m2 0.4m2 1.3m2

Inner radius 2.7 cm 2.6 cm 9.5 cm

Outer radius 10.5 cm 10.0 cm 26 cm

Table 3.1: SMT numbers (module means ladder or wedge).

medium [62]. This is quite low compared to the 30 eV required to ionize a

molecule in a gaseous detector or 300 eV to extract an electron from a plastic

scintillator coupled to a photocathode. We now briefly explain the basic prin-

ciples of the operation of a generic silicon detector. Silicon has four electrons
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on its valence shell. p and n materials are obtained by replacing some of the

silicon atoms by atoms with five or three valence electrons respectively [62],

a process known as doping. Figure 3.9 shows a simple diagram of a silicon-

based detector. Finely spaced strips of strongly doped p-type silicon (p+) are

deposited on a lightly doped n-type (n−) silicon substrate. On the other side,

a thin layer of strongly doped n-type (n+) silicon is deposited. A positive volt-

age is applied to the n+ side, depleting the n− substrate of free electrons and

creating an electric field in the n− substrate. A charged particle that passes

through the silicon ionizes and leaves electron and hole pairs. The holes drift

to the p+ strips producing an electric signal. These signals are read by an

integrated circuit at the end of the strip thereby enabling the measurement of

the position of the particle.

The silicon detectors are read out using the SVXIIe chip [64]. Each chip

consists of 128 channels, each including a preamplifier, a 32 cell deep analog

pipeline and an 8 bit ADC. These chips are designed to work with double-

sided detectors and are mounted on a high density interconnect (HDI). The

data passes from the HDI via adaptor cards and interface boards to sequencer

boards. Data is sent to the sequencers via optical link fibers. There are a total

of 792,576 readout channels in the SMT.

The flexible long tail of the HDI allows the routing of the cable to the

outer side of the barrel region. It is through the HDI tail that the control and

readout of the SVXIIe chip take place. In addition, the analog and digital chip

voltages, as well as high voltage for silicon bias are provided. As an example

a double sided 2◦ ladder with 9 readout chips is shown in Figure 3.10.

Figure 3.11 shows a sketch of how the read out of the SMT is set up. The

HDIs are connected through 2.5 m long Kapton flex cables to Adaptor Cards
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Figure 3.9: A diagram of a generic silicon detector [63].
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Figure 3.10: A double sided 2◦ ladder with 9 readout chips.

(ACs) located on the face of the Central Calorimeter. The ACs transfer the

signals and power supplies of HDIs to 10 m long high mass cables which connect

to Interface Boards (IBs). The IBs supply and monitor power to the SVXIIe

chips, distribute bias voltage to the sensors and refresh data and control signals

traveling between the HDIs and the Sequencers. The Sequencers control the

operation of the chips and convert their data into optical signals carried over

1 Gb/s optical links to VME Readout Buffer (VRB) boards. Data is read out

from the chips, transfered in the VRBs through the Sequencers whenever a

Level 1 accept is issued and held pending a Level 2 trigger decision.
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Figure 3.11: SMT read out chain.

The trigger information is received via the SCL (Serial Command Link)

by the sequencer crate controller. The SVX sequencer provides timing and

control signals for eight chains of SVX chips. These signals are regenerated

by interface cards located on the side of the central calorimeter cryostat. The

interface cards also control power and bias for the SVX chips, provide interfaces

to the monitoring systems, and individual HDI circuit temperature and current

trips. Data from the HDI strings are sent from the sequencers to VRB (VME

Readout Buffer) located in the moving counting house via optical fibers.

Clock, power, and signal quality and timing are critical to proper operation

of the SVXIIe chip. The D0 SMT is read out using low mass kapton flex ca-

bles within the detector volume followed by high quality 50 and 80 conductor
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“pleated foil” cables on the outside. Both types of cables carry both power

and digital signals. Cable runs range from 15–20 meters. A pair of coaxial

cables carries the differential clock. The small intermodule gap ( ∼ 1 mm)

is made possible by routing the HDI readout “tail” cables between ladders in

the barrel. These are trimmed to length and coupled to a “card edge” style

Hirosi connector on the low mass cables. Low mass cables are routed along the

half-cylinder and coupled to the 80 conductor pleated foil cables at a ring of

adaptor cards located between the calorimeter cryostat (on a so-called “horse

shoe”).

The details of the design of the silicon tracking detector were mainly driven

by requirements with regard to the momentum and vertex resolution, the pre-

cision on the r–z measurement and pattern recognition. The first two moti-

vations are discussed below in more detail since they are important for this

analysis.

The momentum resolution of the tracker is determined by the strength of

the magnetic field, its maximum radius, the accuracy of the measurement of

the helix, and the amount of multiple scattering. An overall figure of merit

can be defined as the inverse measurement error (1/σ) times the field integral

(B · L) in the r–φ dimension times the lever arm (L), i.e. BL2/σ. The silicon

provides an accurate measurement of the track angle at small radius, but the

measurement of the sagitta and outer points in the central rapidity region are

performed in the fiber tracker. The silicon serves to anchor the track at the

inner radius. The number and detailed location of the silicon layers does not

have a major effect on the momentum resolution.
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A plot of the momentum resolution as a function of η for a 1 GeV/c pT

track originating at z = 0 is shown in Figure 3.12. The solid line shows the

resolution for the tracker excluding the H-disks. As |η| increases beyond 1.8,

tracks begin to miss the last fiber tracker layer and the effective value of BL2

decreases, rapidly destroying the momentum resolution. Momentum resolu-

tion can only be maintained if the detector resolution also improves as 1/L2 as

L → 0. We have attempted to preserve momentum resolution in the forward

direction by adding the large area H-disks, with 10 micron resolution, which

cover radii less than 26 cm. These disks do not need to have low mass and can

be made at a lower cost compared to the more delicate ladders and F-disks.

In the region covered by the H-disks the resolution is comparable to the fiber

tracker for radii r >
√

(0.5m)2 × 10µm
120µm

= 14 cm. The effect of the silicon

vertex detector on the resolution including the H-disks is shown in the dashed

line in Figure 3.12.

Vertex resolution considerations can be understood by considering a simple

two layer silicon system with identical resolution at the inner and outer radii,

r1 and r2. The impact parameter resolution is given by

σ = σmeas





√

1 + (r1/r2)2

1 − (r1/r2)



 (3.3)

A similar formula holds for disks where r1 and r2 are the radii of the first

and last hits on a track passing through several disks. We see that the impact

parameter resolution is dependent on the ratio of inner to outer radii of the

detector. The cost depends strongly on the outer radius.

Given the above considerations we have decided on a compact system with

the inner ladders as close to the beam pipe as is mechanically comfortable and
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with an outer radius which is consistent with deploying four layers of detectors.

The size of the beam is less than 50µm.

Vertex resolution is also acted by the detector resolution. This is primarily

a function of the detector strip pitch, which is constrained by existing inter-

connect and amplifier technology. Our strip readout pitch is chosen to be

50µm.

Naively the resolution is the pitch/
√

12. In a system where pulse height

information is available the resolution is improved by the sharing of charge

among two or more readout strips. These charge sharing effects can reduce the

resolution from 14µm (i.e. 50µm/
√

12) to 5–10µm, depending on the amount

of sharing. The effective strip pitch can also be reduced by intermediate strips

at smaller pitch (25µm) which couple capacitively to the instrumented strips.

Disks are used to provide full three dimensional vertex reconstruction. The

disk design, with ±15◦ stereo double-sided detectors, was chosen after careful

analysis of the trade between resolution and mechanical complexity.

Central Fiber Tracker

The Central Fiber Tracker (CFT) consists of scintillating fibers mounted

on eight concentric cylinders. The fibers are constructed in ribbons each 128

fibers wide composed of two singlet layers. These singlet layers are formed into

the ‘doublet’ layers which form the ribbon by placing the fiber of one of the

singlet layers in the space between the fibers of the other singlet layer. Eight

axial layers are aligned along the beam axis. Another eight stereo layers are

divided into two groups of four layers: U and V stereo fibers make a 3◦ angle

with the beam axis.
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Figure 3.12: Momentum resolution and impact parameter resolution versus

pseudo-rapidity.
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The light from the fibers is converted into electrical pulses by visible light

photon counters (VLPCs). These small silicon devices which have an array

of eight photo sensitive areas, each 1 mm in diameter on their surface. They

operate at temperatures from 6 to 15 Kelvin, which enables them to achieve

a quantum efficiency (Q.E.) value well over 80% and a gain from 20,000 to

50,000 photo electrons.

The detector is divided into 80 sectors in φ. Each pie shaped slice have 896

fibers and the entire detector has 71,680 channels. The axial fibers, which are

half of all fibers, are used to form a fast Level 1 hardware trigger. All CFT

fibers are read out on a Level 1 trigger accept and are used for the Level 2

trigger.

Figure 3.13 shows the design of the Central Fiber Tracker.

The baseline design of the CFT calls for scintillating fibers completely

covering eight concentric support cylinders occupying the radial space of 20 to

50 cm. A fiber doublet layer oriented with the fibers in the axial direction is

mounted on each of the eight support cylinders. An additional doublet layer

oriented in either the u or v stereo angle of approximately 36 is mounted on

successive cylinders. The orientation is then: xu-xv-xu-xv-xu-xv-xu-xv. The

diameter of scintillating fibers is 835 microns, 775 microns is the active volume

diameter. The length of fibers ranges from 166 to 252 cm. Each scintillating

fiber is mated, through an optical connector, to a clear fiber waveguide which

pipes the scintillation light to a VLPC. The clear fiber waveguides vary in

length between approximately 8 to 12 meters.

The details of the central fiber tracker design are given in Table 3.2.

The small fiber diameter, only 835 microns, gives the fiber tracker an in-

herent doublet layer resolution on the order of 100 microns, which combined
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Figure 3.13: Design of the Central Fiber Tracker.
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with the silicon tracker in the axial view gives the D0 good momentum reso-

lution for charged particles. In order to preserve this resolution capability, the

location of all individual fibers must be known to an accuracy better than 50

microns in the (r, φ) plane.

The most important factor for the high-pT tracking is the momentum reso-

lution. It is dominated by multiple scattering of charged particles. To minimize

this effect, the material budget of the CFT is kept at its minimum. On the

other hand, it is necessary to preserve the rigidity of the system and roundness

of the cylinders, to position precisely scintillating fibers.

The small fiber diameter and a large channel count give the tracker suf-

ficient granularity both to find tracks and to trigger in the complex D0 Run

II environment. A high doublet layer cluster/hit efficiency is essential to the

CFT performance. The mean number of detected photoelectrons per fiber

must exceed 2.5 for a minimum ionizing particle. Indeed, this number is a

product of of the intrinsic photo yield of the scintillator, the light transmission

properties of the fiber and all connectors, and the Q.E. of the VLPC.

Only the fibers themselves are susceptible to any radiation damage. It was

indicated in earlier studies that no more than 30% reduction in light yield

is expected for the innermost fiber cylinder. Other layers are going to be

damaged correspondingly less.

Due to the fiber tracker’s fast response time, the total time of the collection

of signals from the central fiber tracker from one interaction is considerably

shorter than the 396 ns bunch spacing in Run II. This enables the fiber tracker

to participate in the D0 Level 1 trigger without contributing any dead time.

The trigger is implemented using field programmable gate arrays, FPGA’s.

First, the signals from singlet axial layers are combined into hits. Coinci-
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Layer Radius no. of fibers no. of fibers no. of fibers fiber pitch active

(cm) per sector per layer ribbons (µm) length (m)

A 19.99 16 1,280 10.0 979.3 1.66

AU 20.15 16 1,280 10.0 987.2 1.66

B 24.90 20 1,600 12.5 975.8 1.66

BV 25.60 20 1,600 12.5 982.1 1.66

C 29.80 24 1,920 15.0 973.4 2.52

CU 29.97 24 1,920 15.0 978.6 2.52

D 34.71 28 2,240 17.5 971.7 2.52

DV 34.87 28 2,240 17.5 976.2 2.52

E 39.62 32 2,560 20.0 970.4 2.52

EU 39.78 32 2,560 20.0 974.4 2.52

F 44.53 36 2,880 22.5 969.5 2.52

FV 44.69 36 2,880 22.5 972.9 2.52

G 49.43 40 3,200 25.0 968.7 2.52

GU 49.59 40 3,200 25.0 971.8 2.52

H 51.43 44 3,520 27.5 916.1 2.52

HV 51.59 44 3,200 27.5 919.0 2.52

Table 3.2: Design parameters of the Central Fiber Tracker.

dence between eight hits form tracks. The tracks are combined with central

preshower clusters to form an electron trigger, and with muon detectors to

form a muon trigger. However, in order to perform this operation in the 4 µs

time allowed for Level 1 processing, the tracker has to be divided into 80 equal
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Figure 3.14: Overlap region of the Central Fiber Tracker, |η| > 1.63.

azimuthal sectors for parallel processing.

As it can be observed in Table 3.2, the first two cylinders are shorter than

the remaining six cylinders by about 86 cm, to allow for the CFT support

structure. Additionally, the region above |η| > 1.63 is called CFT overlap.

Tracks that originate in the geometrical center of the D0 detector, will cross

fewer CFT layers with |η| increasing, and as a result, the track fit is going to

be worse and worse. The momentum resolution degrades in this region signif-

icantly, this can be observed in Figures 3.12 and 3.16. This is particularly

important for high-pT tracks and especially for the curvature q/pT measure-
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ment.

Figure 3.14 shows the overlap region of the Central Fiber Tracker. Tracks

crossing the CFT overlap region contribute more frequently to the like-sign

muon background through charge mis-identification of one of the muon tracks

than tracks measured in the central region of the tracker, i.e. |η| < 1.6.

The CFT readout electronics are contained on three sets of printed circuit

boards which are located at three different places: (a) VRB boards, (b) Port

Card Board and (c) Stereo/Trigger Boards. The front end boards digitize the

signals and form the trigger tracks. These boards are mounted directly on the

VLPC cassettes and come in two varieties, stereo and trigger boards. The Port

Card Boards read out the digitized values from the SVX chains and transmit

them via fast optical link to the third set of boards, the VME Readout Buffers

(VRB). The Port Card Boards are located in the center platform of the detector

in the collision hall and the VRBs are located in the moving counting house.

Both the Port Card Boards and VRBs are identical to boards used by the

silicon tracker electronics. The front end boards receive the analog electrical

signals from the VLPC cassettes split them and store one part of the signal

in a 32 deep pipeline buffer. On receipt of a Level 1 accept one of the stored

events is digitized using the SVXIIe chip and transferred over a fast serial link

to the moving counting house where it is available to the DAQ system. On the

trigger boards the other part of the analog signal is discriminated using the

SIFT-IIb chip and the discriminated outputs are used to form a pre Level 1

axial track list. This list is transmitted to other detector parts for use in Level

1 triggers and is also pipelined for transmission to the Level 2/3 on a Level 1

accept.
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The VLPC cassette contains 1,024 channels of VLPC readout and is divided

into 8 modules of 128 channels each which are interchangeable and repairable.

Figure 3.15 shows the full cassette with readout boards attached. Since the

VLPCs operate at cryogenic temperatures, a liquid Helium cryosystem is re-

quired. The VLPCs share the Helium refrigerator with the solenoid magnet

and the VLPC cassette cryostats operate off separate control dewar. Two

cryostats, each accommodating up to 51 VLPC cassettes, house the entire

VLPC system. Two cryogens are used in the system. Liquid Helium from the

control dewar allows for VLPC operation at about 6 K and liquid Nitrogen

cools an intermediate heat intercept in the VLPC cassette in order to reduce

the heat load to the liquid Helium. The cassette cold end sits in a stagnant

gaseous Helium volume. Conduction through the gas cools the VLPCs.

Each VLPC cassette holds two front end boards which are slightly different

versions of the same board. The board mounted on the right side of the cassette

when viewed from the front is called the Right Hand Board (RHB) and the

one on the left the Left Hand Board (LHB). Each front end board supports

512 channels of signal from the cassette. The RHB interfaces to the cryogenic

power and control systems for each cassette. Each front end board interfaces

to the bias voltage supply and return for the VLPCs.

The CFT is divided into eighty equal wedges in azimuth known as sectors.

The channels from each sector are input into two front end boards. The chan-

nels from the stereo fibers are input into the stereo boards. The channels from

the axial fibers are input into the trigger boards which also contain the logic

which forms the Level 1 axial trigger tracks. While each board supports 512

input channels the CFT does not use them all, the Central Preshower detector

(CPS) uses the rest.
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In the analog signal line from VLPC, after the coupling capacitor, is placed

the SIFT chips. It was developed for a fast logical output needed for Level 1

trigger. Each SIFT chip has 16 input channels and a common threshold. The

chip first amplifies the signal and then buffers it. It outputs a 3.3 V single

ended output for those channels above threshold. The SIFT chip outputs an

analog signal to the SVXIIe for digitization. The SVXIIe chip functionality is

described in [65]. It was designed for the silicon tracker readout but is well

suited to the fiber tracker readout as well. The signal amplitude and shape

as well as the effective detector capacitance out of the VLPC or SIFT within

range of the SVXIIe chip. Detailed information on the silicon tracker read out

system can be found in several places [66, 91] and does not have to be repeated

here.

The expected transverse momentum resolution for the D0 tracking system

is shown in Figure 3.16.

The calculation was performed with the following parameters: (a) the res-

olution of the scintillating fiber doublet is 100 microns, (b) the resolution of

the silicon barrels is 10 microns, (c) the thickness of the barrels supporting

the scintillating fibers is 0.086g/cm2 for barrels 3 and 4 and 0.065g/cm2 for

all other barrels, (d) the radial distribution of the non-active material in the

silicon detectors is taken into account, (e) and the interaction vertex is known

with a precision of 35 microns.

The transverse momentum resolution at pseudorapidity |η| = 0 is parametrized

as

σpT

pT
=
√

0.0152 + (0.0014 · pT )2 (3.4)
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Figure 3.15: The VLPC cassette with readout electronics board attached.
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Figure 3.16: Momentum resolution as a function of pseudo-rapidity, assuming

35 micron primary vertex resolution.

Preshower Detectors

Central and forward preshower detectors located just outside of the super-

conducting coil (in front of the calorimetry) are constructed of several layers of

extruded triangular scintillator strips that are read out using wavelengthshift-

ing fibers and VLPCs.

3.2.3 Calorimetry

Calorimeters are used to determine the energies of particles, both charged as

well as neutral, by total absorption in the calorimeter medium. In fact, the
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calorimeter is a block of matter which intercepts the primary particles and

due to its size causes them to interact and deposit all their energy inside the

calorimeter volume. The deposited energy is transformed into the subsequent

cascade of secondary particles, a so called shower. Such a cascade of secondary

particles is a flow of low-energy particles. Most of the incident energy is unfor-

tunately dissipated and appears in the form of heat. A rather small fraction

of the deposited energy is detectable in the form of a signal.

Calorimeters or many attractive capabilities:

• they are sensitive to charged and neutral particles.

• the energy degradation through the shower development is a statistical

process. The average number of secondary particles < N > is there-

fore proportional to the energy of an incident particle. This significant

property causes that the uncertainty in the energy measurement is gov-

erned by statistical fluctuations of N and hence the energy resolution

σ/E improves as 1/
√
N ∼ 1/

√
E.

• the required length of the calorimeter for total absorption increases log-

arithmically with particle energy E.

• thanks to the detector segmentation, the shower development allows a

precise measurement

• different response to electron and hadrons can be used for particle iden-

tification

• their fast response allows them to operate with fast trigger techniques

and rapid online event selection.
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Calorimeters can be logically split into two groups in view of their different

purposes

• electromagnetic calorimeters:

They are designed to measure the energy of photons and electrons. Pho-

tons interact predominantly via pair production in the vicinity of a nu-

cleus. Electrons loose their energy mainly through Bremsstrahlung which

is an interaction with a Coulomb field of an atom. Photons of high ener-

gies are produced in Bremsstrahlung. Indeed, daughter particles, again

photons, electrons and positrons, might undergo interactions themselves.

An electromagnetic shower is started that way. It develops until the en-

ergy of particles lowers to the level of critical energy (energy at which the

showering process stops). Figure 3.17 depicts the development of such a

shower.

• hadronic calorimeters:

Their purpose is to measure energy of the hadronic shower, to identify

jets, estimated missing transverse energy Emiss
T and perform measure-

ment of low-energy muons.

The jets are the natural objects at hadron-collider experiments because

of the high c.m.s. energy. The individual particles can be hardly seen in

the calorimeter. Only the energy flows might be measured in some an-

gular tower of the calorimeter. Quantum Chromodynamics can reliably

calculate only the energy flow of partons in a definite angular cone. This

is not the disadvantage however. Quarks and gluons coming from the

reaction convert into observable hadrons after the collision. This pro-

cess is called hadronization and it is not possible to describe it in detail
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Figure 3.17: Diagram of the development of an electromagnetic shower in a

calorimeter. Solid lines (with +) indicate electrons (positrons) and wavy lines

indicate photons. The numbers at the bottom show the distance measured in

radiation lengths with the absorber beginning at 0.
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theoretically. There are several models which are invented to describe

these collisions. Their fundamental assumption is that the energy flow

calculated on the level of partons is almost equal to the energy flow of

measured hadrons. This significant property gives jets physical sense.

Jets are angularly collimated streams of hadrons which are interpreted

as “traces” of original quarks or gluons. The jet energy is estimated by

measuring the energy deposited in a cone of opening angle ∆R around

the jet axis (average direction):

∆R =
√

∆2η + ∆2φ (3.5)

This equation makes the backbone of the “jet finding algorithm”. There

are also several intrinsic limitations for jet calorimetry (especially for

missing Emiss
T and jet energy measurement), such as fragmentation effects

(they depend on the nature of jets), magnetic field sweeping of charged

particles (the opening of the cone and low momentum fragments), gluon

radiation and energy losses to non-interacting particles, such as neutrinos

or even muons (they are minimum-ionizing particles).

Due to the high luminosity, a special attention must be paid to the

pileup energy from minimum-bias events which also becomes important.

Minimum-bias events are soft-scattering events which are superimposed

during the same crossing and which are dependent on the luminosity.

There are on average 0.7 minimum bias events at current luminosity

(1032cm−2s−1).

The development of hadronic showers in matter is very complicated, this

is why an analytical treatment is unfortunately not available.
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Hadron production is sensitive to the energy carried by the incident par-

ticle and to the type of a projectile. In average the multiplicity increases

very slowly with the mass number of the target material. About half of

the energy is carried by leading particles. One third of the pions, that

are produced by the collision in the calorimeter medium, are the neutral

pions. Their energy is dissipated in the form of electromagnetic show-

ers because of their electromagnetic decay into two gammas. They will

therefore propagate without further nuclear interactions. The average

fraction is [75].

〈fπ0〉 = 0.11 · lnE[GeV/c2] (3.6)

in the energy range of several hundred GeV/c2. The size of the π0 com-

ponent is determined by the production in the first interaction.

A fraction of the total energy is dissipated in ionizations by electrons and

charged hadrons. This energy fluctuates from event to event. Therefore

this is the most important and the largest contribution to the energy

resolution. Another problem is that the largest fraction of energy is

not seen. The energy which is going either in breaking nuclei (binding

energy) or in low energy neutrons is invisible.

Many of the low energy particles (gammas, protons of few MeV) which

are produced in deexcitations of nuclei are badly sampled because of

saturation effects in the active matter. A large fraction of the nuclear

excitation goes into fast protons and neutrons. Finally, muons and neu-

trinos emitted in the decay of pions escape from the calorimeter. These

muons and neutrinos are direct products of the charged pion decay. As it
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has pointed out earlier, neutrinos will remain undetected. They will not

leave any trace in the detector. Muons however, are minimum ionizing

particles, which means that muons are particles that find themselves in

the minimum of the ionization loss curve 1
ρ

dE
dx

, and hence their energy

losses are about 2 MeV/g·cm−2 and they are nearly independent of muon

transverse momentum. This is why an average muon energy loss in the

D0 calorimeter can be approximated by about 2.3 GeV/c2.

There are two important interaction phases during the hadronic shower

development [75]:

– High-energy cascade phase:

Secondary particles are produced due to high energy of incident

hadrons which are taking part in the interactions with the nucleus

of the active material. Most of the secondary particles are natu-

rally pions. Protons, neutrons, heavy fragments and other heavy

particles can be also produced if the incident energy is big enough

to fulfill the kinematical conditions allowing their production. The

secondary particles have rather high energies after their creation

and hence they can later interact too.

– Nuclear deexcitation phase:

The excited nucleus decreases its energy by emission of slow neu-

trons and by γ-transitions. The energy spent breaking up nuclei

will not be visible. This is quantified by the e/π ratio, i.e. ratio of

the calorimeter responses to electrons and pions. Uranium is used

to correct this ratio, its nuclei can be easily broken up by slow neu-

trons, which will in result, produce particles that can be detected



3. Experimental apparatus 70

and this additional energy will compensate for energy losses due to

slow neutrons and γ-transitions.

The nuclear deexcitation and pion, muon decays will act the shower

composition, which has a very different response. The hadronic shower

has a characteristic longitudinal and transverse profile. The longitudinal

distribution is scaled in units of absorption length λabs, which has the

meaning of the mean distance between two inelastic collisions of hadrons

with nuclei [76, 77]. The transverse distribution depends on the longi-

tudinal depth. The core of a shower is rather narrow, it is increasing

with the shower depth. The collimated core, which consists of high-

energy particles, is surrounded by lower-energy particles. The main part

of them extends away from the shower axis, the 95 % containment is

required in a cylinder of radius R ∼ 1λabs [78].

There are many approaches in calorimeter construction. In principal, two

are the most distinct ones: homogeneous calorimeters where the absorber is

also an active material (lead glass, NaI or BGO), or the sampling calorimeters.

This approach interleaves layers of a dense, inert absorber with layers of a ma-

terial which is sensitive to particles passing through it, such as liquid Argon,

scintillators, etc. Most of the energy is deposited in the passive material and

only a small fraction of the incident energy is read out from the active medium.

Calorimeter geometry

The D0 calorimeter is a sampling calorimeter. The depleted uranium, with

copper and stainless steel in the outer regions, is used as a primary absorber.
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The liquid argon (LAr) is used as the ionization medium. The electron re-

combination is very low for inert gases, this is why the signal to noise ratio

is going to be rather high. The calorimeter is rather compact because of the

high density of uranium.

The calorimeter is divided into a large number of modules. Each of them

consists of a stack of interleaved absorber plates and signal boards. A schematic

view of one calorimeter cell is shown in Figure 3.18. The absorber plates are

separated from signal boards by liquid argon gap of 2.3 mm. The signal board

consists of a copper pad sandwiched between two 0.5 mm thick pieces of G10.

The outer surfaces of these boards are coated with a resistive epoxy coating.

The absorber plates are grounded. The positive voltage of 2.0–2.5 kV is ap-

plied to the resistive coatings. Charged particles from e.m. or hadronic shower

cross the LAr gap and leave a trail of ionization. The ionization electrons drift

towards the signal board where they are collected. The drift time is approxi-

mately 450 ns. They induce a signal on the copper pad via capacitive coupling.

The readout pads are subdivided into smaller cells so that the transverse po-

sition of showers can be measured. The corresponding cells in adjacent signal

boards are ganged together in depth to form readout cells.

Figure 3.19 shows the D0 calorimeter design. The calorimeter is placed

in the cryostat because of the liquid argon used as a sensitive medium. The

calorimeter is divided into three major assemblies, each sits in its own cryo-

stat. This way is secured access to the tracking system. There is a central

calorimeter (CC) and two end-cap calorimeters (EC). The central calorimeter

provides coverage up to pseudorapidity of about 1.2. It is roughly toroidal,

and it consists of three concentric layers of modules. The inner layer has 32

electro-magnetic (EM) modules. They are thick enough to contain most e.m.
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Figure 3.18: A schematic view of a calorimeter cell.
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Figure 3.19: The D0 calorimeter [79].

showers. It is approximately 20.5 radiation length, where one radiation length

is a distance on which energy of a particle degrades down to 1/e of the inci-

dent energy in a given medium. The middle layer consists of 16 fine hadronic

(FH) modules, which measure showers due to hadronic particles (96 radiation

lengths). The final layer consists of 16 coarse hadronic (CH) modules, which

measure any leakage of energy out of the back of the calorimeter into the muon

system, so called punch through. The parameters of the CC modules are given

in [58, 79].

The two end-caps provide additional coverage on each side of the CC from

a pseudorapidity of about 1.3 out to about 4. End-caps are composed of

three concentric layers of modules, they are divided into e.m., fine and coarse

hadronic types. The center of the EC consists of a disk-shaped e.m. module,
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Figure 3.20: Side view of the calorimeters [79].

back to it, there are cylindrical fine and coarse inner hadronic modules. The

fine and coarse middle hadronic modules are arranged in a ring around the

central core. Finally, the last ring is built out of coarse outer hadronic modules.

The area in (η, φ) plane is covered by readout cell of size 0.1 × 0.1. In the

third layer of EM modules, where a shower deposits most of its energy, cells

have areas of 0.05 × 0.05. In addition, cells with |η| > 3.2 have a φ size of 0.2

and are somewhat larger in η as well. The calorimeter segmentation is shown

in Figure 3.20.

In a transition region between CC and EC (0.8 < |η| < 1.4), there is a

relatively large amount of uninstrumented material. This space is left out be-
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cause of cryostat walls and the support structures for the calorimeter modules.

There are two devices used in this region: (a) massless gaps (MG) and (b) the

intercryostat detector (ICD). The MG are rings of two signal boards mounted

on the end plates of the CCFH, ECMH and ECOH modules. The ICD is a ring

of scintillation counters mounted on the exterior of the EC cryostats. Both

devices have a segmentation of 0.1 × 0.1.

Calorimeter readout

The signals induced on the readout pads are pulses with widths of the order

of 450 ns [79]. Signals are led out through four ports in the cryostats to charge

sensitive preamplifiers mounted on top of the cryostats. The signal is then

passed to the base line subtractor (BLS) boards located on the platform below

the detector. The BLS modules perform analog shaping and split the signal

into two paths. One is used for trigger purposes. Signals from all EM and fine

hadronic cells within a 0.2 × 0.2 tower are summed. These signals form the

input to the Level 1 calorimeter trigger.

The other path is used for the data readout. The incoming signal is sam-

pled just before the beam crossing and again about 300 ns later. The difference

between these two samples is a DC voltage which is proportional to the col-

lected charge. The difference is then sent to the ADCs where, if the event is

accepted by the Level 1 trigger, the signals are digitized and sent to the Level

2 trigger.
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Figure 3.21: Layout of calorimeter channels in depth and |η|.
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3.2.4 Muon system

The Run II D0 muon system [80] will enable D0 to trigger, identify and mea-

sure muons in the new high rate environment [81]. The luminosity in Run

II has increased up to 2 × 10−32cm2s−1 and the beam spacing changes from

2.5 µs to 396 ns. This change indeed requires a corresponding upgrade of

the D0 detector [82, 83]. The central muon system has been supplemented

with additional scintillator layers for triggering, cosmic ray rejection, and low

momentum muon measurements. New shielding has been added to decrease

background rates. The muon trigger has been redone to accommodate the high

trigger rate and increased number of interactions per beam crossing. The up-

graded central tracking system consisting of the Central Fiber Tracker and the

Silicon Microstrip Tracker improves the momentum measurements of muons

as well as other charged particles.

The D0 Run II muon detector is composed of three main components: scin-

tillators for triggering and cosmic rejection, a toroidal magnet to allow for an

independent muon momentum measurement, and drift tubes to measure hit

positions. The forward muon tracking system, new for Run II, uses planes

of mini-drift tubes and extends muon detection to |η| = 2.0. Scintillation

counters are used for triggering and for cosmic muon and accelerator back-

grounds rejection. Toroidal magnets and special shielding complete the muon

system. All subsystems interact with three levels of triggers. Level 1 generates

trigger information synchronously with the beam crossing, Level 2 operates

asynchronously with a maximum decision time of 0.1 ms. All three muon de-

tector subsystems use a common readout system based on a 16-bit fixed point

digital signal processor, which buffers the data from the front-end, re-formats

the data if accepted by Level 2 and sends it to the Level 3 trigger system,
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Figure 3.22: Exploded view of the muon scintillation detectors..

which is a farm of Linux workstations running software trigger filters. Muon

triggers accepted by Level 3 are written to tape for offline reconstruction.

Geographically, the muon system can be divided between Central Muon

Detectors and Forward Muon System. Figure 3.22 and Figure 3.23 show the

layout of the muons system scintillators and drift tubes in both the central

and forward regions.

Central Muon Detectors

The central muon tracking system, with pseudorapidity coverage |η| ≤ 1.0,

consists of 94 proportional drift tube chambers built for Run I [84]. The A
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Figure 3.23: Exploded view of the muon wire chambers.
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layer is between the calorimeter cryostat and the 2 T muon toroid magnet.

The A layer chambers on the top and sides have 4 decks to help in rejecting

backgrounds, while those on the bottom only have 3 decks due to space con-

straints. The B and C layers outside the toroid have three decks each. The

chambers are rectangular aluminum tubes with 5.7 cm by 10 cm cells. The

drift distance resolution is about 1 mm. The momentum resolution from the

PDTs is about 30% for muons with pT = 100 GeV/c, where pT is the momen-

tum transverse to the beam direction. But when the muon track is matched

with tracks from the D0 central tracking system, the resolution is improved

for all central muons. For muons with pT = 100 GeV/c, the resolution using

central tracking is about 15%.

Layers of scintillator, called the Cosmic Cap, on the top and upper sides of

the central muon detector were used in Run I to help reject cosmic rays. Cov-

erage was completed for Run II when Cosmic Bottom counters were added.

There are 240 counters in the cap and 132 in the bottom. A new layer of

scintillators, called the Aφ counters, was added between the A layer and the

calorimeter [85]. These counters have φ segmentation of 4.5 degrees. The Aφ

counters are used for muon triggering, rejection of out-of-time scattered par-

ticles and identifying low-pT muons.

Forward Muon System

The Forward Angle Muon Detection System, which consists of mini-drift

tubes (MDTs) and pixel scintillators, is entirely new for Run II. The Run I

forward toroids are used, and new shielding has been added. The MDT system

covers the region 1.0 ≤ |η| ≤ 2.0 [86]. The mini-drift tubes have 8 cells of 1 cm
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× 1 cm cross section, and are made of aluminum extruded combs and plastic

sleeves. The A layer chambers are in front of the forward toroid magnet and the

B and C layers are behind it. The layers are divided into octants. The length

of each tube depends on its position in the octant. As in the central region,

the MDT A-Layer has four decks of drift tubes and the B and C Layers have

three decks each. The coordinate resolution is 0.7 mm/deck. The momentum

resolution is 20% for low momentum tracks.

The Muon Forward Scintillator Pixel system covers the same η region [87].

The φ segmentation of 4.5 degrees matches the segmentation of the Central

Fiber Tracker. The η segmentation is 0.1. The typical size is 20 cm × 30 cm.

The counters are made out of Bicron 404A scintillator. Kumarin WLS bars are

used for light collection into PMTs. The scintillators are used for triggering

and track reconstruction.

A shielding assembly consisting of iron, polyethylene, and lead is located

on either side of the beamline. This shielding prevents particles arising from

the interaction of beam remnants with the beam pipe, the forward calorimeter,

and the accelerators low-beta quadrupole magnets from traversing the MDTs.

The innermost layer of iron absorbs electromagnetic and hadronic showers.

Because iron is transparent to slow neutrons, the layer of polyethylene is placed

outside the iron to absorb these neutrons. Neutron capture in polyethylene

cause emission of gamma rays which are then absorbed by the outside layer of

lead.

3.2.5 Triggers and electronics

The D0 Run II Muon Trigger System consists of 3 levels [88]. Level 1 is a

pipelined hardware stage. It processes information from individual subdetec-
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tors in Field Programmable Gate Arrays (FPGA) with a decision time of 4.2

µs. The decision is based on preliminary information from tracking, calorime-

try, and muon systems. The trigger accept rate, which is an output from Level

1, and input to Level 2, is 10 kHz. The second stage, Level 2 or L2, utilizes

hardware with embedded microprocessors to construct trigger decisions using

individual physics objects as well as correlations between objects at a rate of 1

kHz. It refines Level 1 information and adds more information if available with

preprocessors for each subdetector. A global processor combines information

from the subdetectors. Level 2 has a maximum decision time of 100µs. A

block diagram of the L1 and L2 system data flow is shown in Figure 3.24.

Level 3 has two stages: a custom-built data acquisition system and a Linux

farm of processors which makes the final trigger decisions. The farm does

partial online event reconstruction and uses filters to accept or reject events.

The decision time depends on the number of farm nodes, and is about 50 ms

for the beginning of the run. The sustained trigger rate out of Level 3 is 20 Hz,

with an output event size of 250 kB.

Overall coordination and run control for the entire trigger system is pro-

vided by a program called COOR running on an online host machine. The

trigger system also supports prescaling of trigger conditions at all three levels

of processing. Prescaled triggers are accepted by the system only a fraction

of the time when their trigger condition is satisfied. For example, if a certain

trigger has an L1 prescale of 2 only 1
2

of the events that satisfy the trigger con-

dition will be accepted. Triggers are prescaled depending the instantaneous

luminosity, allowing data to keep flowing even during high luminosity beam

conditions.

To be able to keep up with an increased input data rate, the front-end
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Figure 3.24: Block diagram of the D0 L1 and L2 trigger systems. The arrows

show the flow of trigger-related data.

electronics of all the muon subsystems was upgraded. Digital signal processors

(DSPs) are used to buffer and reformat the data [89]. The DSPs make muon

stubs from hits and buffer the Level 1 accepted data from the frontend readout,

while a Level 2 decision is pending. If the trigger is accepted by Level 2, the

DSPs reformat the data and send it to the Level 3 trigger system.

The muon trigger has three levels, plus one extra trigger level between

Level 1 and Level 2 called SLICs (Second Level Input Computers) [90]. Level
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1 triggers uses wire positions, scintillator hits in the A, B and C layers and

central, north and south octants to define and/or trigger terms. The SLICs

use 80 DSPs to find muon stubs in from nearby hits in a single layer. Level

quality values are calculated for all muon candidates. Level 3 uses muon hits,

makes muon segments and combines them into muon tracks which are matched

with central tracks and calorimeter information. Events passing the trigger

requirements are written to tape.

3.2.6 Luminosity counters and Forward Proton Detec-

tor

Luminosity is measured using plastic scintillator arrays located in front of the

EC cryostats, covering 2.7 < |η| < 4.4. A forward-proton detector, situated

in the Tevatron tunnel on either side of the interaction region, consists of a

total of 18 Roman pots used for measuring high-momentum charged-particle

trajectories close to the incident beam directions.



Chapter 4

Data sample

The events are read out from the D0 detector in the form of a ‘raw data’ event.

It is given as set of quantities such as digitized counts in a calorimeter cell,

ADC counts for the silicon or central fiber tracker, and so on.

In order to obtain variables interesting from the physics point of view such

as kinematical parameters of physics objects, the event has to be reconstructed.

It means that all digitized counts have to be turned into description of objects

as leptons and jets. This process is carried out by a set of computer pro-

grams (packages) called d0reco. Reconstruction is the first step in the D0 data

processing chain (after recording). The D0 reconstruction program (d0reco)

converts raw data into reconstructed data (dsts and thumbnails). Thumbnails

have the format of reconstructed data, where the original Data Summary Tape

(DST), which contains a full information about the event in all phases of re-

construction process, raw data including, is compressed into thumbnail format

by dropping information that is not needed from physics analysis perspective,

e.g. all hit or cluster information in the tracking system. This is economic from

the point of view of a disk space, however, some information that is useful or

85
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needed for a detailed understanding of some effects is lost that way.

The reconstruction step is done on a reconstruction farm. Reconstruction

is the most costly step in the data processing chain in terms of cpu time. In the

case of data, this step can only be done easily at Fermilab due to the require-

ment of having fast access to large calibration databases. The reconstruction

program consists of following consecutive steps.

• Hit finding - raw data is unpacked and converted into ‘hits’.

• Clustering and tracking - hits that are close to each other are formed

into objects called clusters. Tracking part of the code builds clusters

into ‘tracks’, this part is called track finding and track fitting. In the

calorimeter, clusters are grouped together into jets.

• Vertexing - vertexing code combines tracks and finds their common cross-

ing - a vertex. Primary vertices and secondary vertices are found.

• Particle identification - information from all parts of the detector is com-

bined to produce collections (lists) of objects which are candidates for

tracks, electrons, photons, jets or muons. At this level, criteria to build

all these objects are very loose so that no potentially interesting objects

are lost at this stage.

In this analysis Common Analysis Format (CAF) based on the tmb tree

was used as data format. The CAF is an object-oriented and ROOT based

data format using TTree as its basic storage mechanism. In CAF there are

reconstructed objects, trigger information, object ID information and detector

data information.
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The pre-selection cuts are supposed to select a set of data that is par-

ticularly interesting for a given analysis. When performing an analysis, the

researcher typically decides for much tighter selection criteria defining his/her

data set. All the cuts, reconstruction, pre-selection, selection and analysis

cuts, are described in detail in what follows.

4.1 General strategy

First of all, in this chapter, general strategy to search for doubly-charged Higgs

boson will be presented. From the fact that H±± bosons are typically boosted,

the angle of two muons from H±± bosons is therefore smaller and the pT of

muons from H±± bosons decays is higher than the one of muons from Z decays.

Two like-sign muons pairs are expected as the final states. In this analysis to

search these pairs the following strategy has been considered.

• A pair of the like-sign isolated muons with small opening angle and a

third muon defined in Section 4.3 are required as the final states. The

third muon requirement increased the sensitivity for the Higgs bosons

search.

• Z → µµ, QCD and di-bosons (ZZ/WZ/WW ) are considered as the main

backgrounds. All backgrounds except QCD contribution are simulated

with Monte Carlo method. The QCD background is obtained from non-

isolated data sample.
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4.2 Data set definition

This analysis is based on the RunIIa data set collected with the D0 Detector at

the Fermilab Tevatron Collider from April 19, 2002 to February 22, 2005 cor-

responding to the run range 160582-215670. This data set consists of skimmed

refixed data and re-skimmed unfixed data [94]. The first data set is recon-

structed with the p17.09.03 version of d0reco. The latter data set includes

non-cable-swap and cable-swap data. Cable-swap data taken near the end of

RunIIa has been re-reconstructed with the d0reco p17.09.06 version.

The selection uses 2MUhighpt data set. This skim requires two loose muon

with transverse momentum (pT ) greater than 10 GeV/c. The transverse mo-

mentum of the muon is measured using central tracking system, if the central

was found, or by the muon system in case no central track was matched to

the track reconstructed in the muon system. This skim is intentionally very

loose. Users are expected to apply further cuts which can be tailored to suit

the particular analysis being carried out.

CAF trees that have been used in this analysis have been produced in the

p18.05.00 release. All LBNs and runs with bad CFT, SMT, CAL and MUO

quality are rejected [95] using the data quality package (dq-defs package, tag

v2006-10-10) [95]. This package is provided by the D0 Data Quality Group.

Also, duplicate events are removed using the Processor FindDuplicateEvents.

The total integrated luminosity calculated using lm tools is 1058.12 pb−1.

The integrated luminosities for the data samples are shown in Table 4.1. The

events are required to pass the ORing of di-muon and single-muon triggers.

The triggers used and the corresponding run ranges are listed in Table 4.2 and

Table 4.3, according to the trigger versions.
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Table 4.1: luminosity for the di-muon sample using lm tools

Sample Trigger delivered recorded recorded (good)

v8.0-v9.0 2MU A L2M0 42.58 31.81 26.64

v9.0-v10.0 2MU A L2ETAPHI 47.89 41.76 24.75

v10.0-v11.0 2MU A L2ETAPHI 21.43 19.35 10.75

v11.0-v12.0 2MU A L2ETAPHI 79.27 74.34 65.24

v12.0-v13.0 2MU A L2M0 TRK5 273.91 252.10 228.97

v13.0-v13.3 DMU1 TK5 81.84 73.37 53.69

v13.3-v14.0 DMU1 TK8 381.22 343.78 314.67

v14.0-v14.6 DMU1 2LM6 180.08 168.51 142.26

v14.6-v15.0 DMUA 2LM6 236.96 220.61 181.15

4.3 Event selection

The H++H−− signal would be observed as a bump in the like-sign di-lepton

mass distribution. Therefore, the event selection requires that there are two

like-sign muons with an additional muon as a final state. However, as it has

been well known in the past analysis, mis-measured or poorly measured tracks

can lead to like-sign lepton pairs, frequently they have smaller number of hits

and/or are of high pT . Therefore, the two muons that enter to the construction

of a di-muon invariant mass and ∆φ between the muons are required to have

good quality tracks. If a third muon is present and also passes the tight

track quality criteria, all muon pairs are considered to select events. For this

case the event if there is a like-sign muon pair with small opening angle is
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Table 4.2: Trigger selection for di-muon triggers

Sample run range trigger selection

v8 - v10 160582-174802 2MU A L2M0

v11 174845-178721 2MU A L2M0 2MU A L2ETAPHI

2MU A L2M0 TRK10 2MU A L2M0 L3L15

v12 178722-194566 2MU A L2M0 2MU A L2ETAPHI 2MU A 2L2M

2MU A L2M0 TRK5 2MU A L2M0 L3L6 2MU A L2M0 2L3M0

v13 194567-202024 DMU1 TK5 DMU1 LM6

v13.30 202025-208500 DMU1 TK8 DMU1 LM5 TK5 DMU1 LM15

v14 207217-215670 DMU1 2LM6 DMU1 LM6 TK12 DMU1 TK8 TLM8

DMUA 2LM6 DMUA LM6 TK12 DMUA TK8 TLM8
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Table 4.3: Trigger selection for single-muon triggers

Sample run range trigger selection

v8 - v10 160582-174802 MU W L2M5 TRK10 MU W L2M0 TRK3

MU W L2M0 TRK10 MUW W L2M5 TRK10

v11 174845-178721 MUW A L2M3 TRK10 MUW W L2M3 TRK10

MU W L2M3 TRK10

v12 178722-194566 MUW W L2M3 TRK10 MU W L2M3 TRK10

MU A L2M3 TRK10

v13 194567-202024 MUH1 TK12 MUH1 LM15 MUH1 TK10 MUH1 TK12 TLM12

MUH2 LM3 TK12 MUH2 LM15 MUH2 LM6 TK12

MUH3 LM3 TK10 MUH3 LM15 MUH3 LM6 TK12

MUH4 TK10 MUH4 LM15

MUH5 LM15

MUH6 TK10 MUH6 LM15 MUH6 TK12 TLM12

MUH7 TK10 MUH7 LM15 MUH7 TK12

v13.30 202025-208500 MUH1 LM15 MUH1 TK12 TLM12 MUH1 TK10H

MUH2 LM10 TK12 MUH2 LM4 ITK10

MUH3 LM10 TK12 MUH3 LM4 ITK10

MUH5 LM15

MUH6 TK12 TLM12 MUH6 LM15

MUH7 TK12 MUH7 LM15

v14 207217-215670 MUH1 TK12 TLM12 MUH1 ILM15 MUH1 ITLM10

MUH8 TK12 TLM12 MUH8 ILM15 MUH8 ITLM10
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finally selected. In the previous version of the analysis, there were not enough

candidates remaining after requiring a like-sign muon pair, so the requirement

of a third muon was not made. In this analysis, a third muon is required and

it is found to enhance the signal significance.

S1 The di-muon triggers and single muon triggers are required to have fired

in the data sample. The list of triggers that are used in this analysis is

shown in Table 4.2 and Table 4.3.

Muons in D0 can be identified through three independent detector sub-

systems. The 3 layer muon detector system with its toroid magnet covers

more than 90% of the angular acceptance up to a pseudo-rapidity |η| =

2. It provides unambiguous muon identification with a momentum mea-

surement. A muon identified on the basis of the information provided by

the muon detector is called a “local muon”.

The central tracking system which consists of the Silicon Micro-strip

Tracker (SMT) and the Central Fiber Tracker (CFT) provides accurate

momentum resolution and is highly efficient at finding tracks in the whole

angular acceptance of the muon detector. A local muon that is success-

fully matched with a central track is called a “central track-matched

muon”.

A third independent muon confirmation can be obtained by looking for

a MIP signature in the calorimeter. The capability to identify muons

using the calorimeter is called “Muon Tracking in the Calorimeter” or

“MTC” and is still in development. The current MTC algorithm has

a typical efficiency of about 50%, far less efficent than the other muon
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signatures.

In this analysis the certified Muon Identification (Muon ID) definitions

to be used with the p17 data arising from version of the D0 event recon-

struction software and passed through the p18 version of d0correct.

Muon ID version 1 with muon quality “Medium” within the MuonSelec-

tor of release p18.08.00 has been used. The momentum is taken from the

measurement in the central tracker which consists of the Central Fiber

Tracker (CFT) and the Silicon Microstrip Tracker (SMT). Presence of at

least two offline muons which pass the following selections is required.

• transverse momentum pT > 15 GeV

• pseudorapidity |η| < 2.0.

• medium muon quality

• matched to a central track with the number of hits in the CFT

layers ≥ 5 and the number of hits in the SMT layers ≥ 2. This

hit requirement reduces the charge flip probability [100] as well as

background from badly reconstructed tracks.

• cosmic veto using timing cut [101].

• invariant mass > 30 GeV

S2 In order to remove the QCD background coming mainly from muons

originating from semi-leptonic b decays, isolation criteria based on the

calorimeter and tracking information are applied The isolation criteria

are defined as follows. The sum of the transverse energies of the cells in

a annular ring around the muon direction is required to be



4. Data sample 94

∑

cell,i

Ei
T < 2.5 GeV, for 0.1 < R < 0.4 (4.1)

where R =
√

∆φ2 + ∆η2. A similar condition is defined for the total

transverse momentum of all tracks excluding the one matched to the

muon in a cone of radius 0.5 centered around the muon,

∑

tracks,i

pi
T < 2.5 GeV, for R < 0.5 (4.2)

S3 To reject background from Z → µ+µ− and QCD events, the angle ∆φ

between the two muons is required to be less than 2.5, since two muons

from Z decays are mostly back-to-back. If there are more than 2 muons

satisfying S1 and S2 in an event, all possible pairings are considered

and if at least one pair satisfies ∆φ < 2.5, then the event is selected.

This requirement rejects, in addition to Z → µ+µ− events, some of the

remaining muons from the semi-leptonic decays of b quarks in jets that

were not removed by the isolation requirement S2.

S4 Require the two muons which fulfilled S1, S2 and S3 in the event to

be of like-sign charge. This requirement is also used for instrumental

background calculations.

S5 Require a third muon. The momentum is corrected using the position of

the primary vertex when there is no SMT hit, this only pertains to the

third muon which is not required to have CFT and SMT hits. The third

muon is considered for the previous selections only when it has good

quality track. The third muon should satisfy the following selections:
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• transverse momentum pT > 15 GeV

• pseudorapidity |η| < 2.0

• medium muon quality

• matched to a central track without requirements on the number of

SMT and CFT hits.

• cosmic veto using timing cut

• Isolation requirement (S2)

A third muon can, therefore, enter in two different cases:

• if the SMT/CFT hit requirements are fulfilled, the third muon is

considered in the requirement on the invariant mass, the opening

angle (S3) and the like-sign (S4).

• if the SMT/CFT hit requirements are not fulfilled, the muon is not

considered for requirement on the invariant mass, the opening angle

(S3) and the like-sign (S4).

In case of three like-sign muons passing the selection criteria S1, S2 and

S3, the two muons with the highest pT are referenced in the following as “the

muon pair”.

4.4 Muons from Cosmic

Cosmic muons can have a very high transverse momentum, this is why their

invariant mass can be also rather high. Due to their high pT , a charge flip on

one of the tracks matched to a local muon might occur and such an event is

then considered to be a like-sign event. The charge flip happens more likely
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for high-pT tracks because the curvature (q/pT ) is small and any effect due to

spatial resolution or misalignment is going to increase probability for the track

to flip a charge. The charge of a track is derived directly from the sign of a

track curvature. Therefore, any contamination of data with cosmic muons has

to be avoided.

Muons from cosmic rays passing through the detector can be reconstructed

as back to back, opposite charge muons. In the case that the muon is only

reconstructed entering or leaving the detector a cosmic muon can appear as a

single muon event. To reject cosmic muons, cuts on muon scintillator hit time,

track dca, and acolinearity between central tracks can be used.

In this analysis the cosmic muon is removed on the level of preselection by

using only timing cuts. The method to remove the cosmic muon with timing

cuts, dca cuts and acolinearity are described in what follows respectively.

Timing Cuts

As the arrival of cosmic muons is uncorrelated with a pp̄ collision, they

typically produce ‘out of time’ hits. Muons from collisions produce hit times

close to zero, so cosmic muons can be rejected by (when information available):

• -10 ns < A-layer time < 10 ns

• -10 ns < B-layer time < 10 ns

• -10 ns < C-layer time < 10 ns

These cuts are implemented in the isCosmic() flag in MuoCandidate.

Cuts on scintillator times alone do not reject all cosmic muons - the scintil-

lator trigger gates to preferentially select cosmic muons which have hit times
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close to zero, reducing the effectiveness of this cut.

However, in the case of di-muon events, a cut on the time difference be-

tween the A-layer hits on each muon (∆tA) is very effective against cosmic

muons. Typically, it takes a cosmic muon around 20 ns to cross the distance

between the A-layer on one side of the detector and the A-layer on the other

side (around 6 m), so requiring ∆tA < 12 ns rejects most of these.

dca Cuts

When a muon is matched to a central track, a cut on the track dca is very

effective against cosmic muons, as they are not constrained pass through the

beam position in x-y.

In the case of fairly ‘empty’ events (such as Z→ µµ or W→ µν), using the

track dca to the beam spot is necessary. For higher occupancy events (e.g.

muon plus jets), the primary vertex is in principle more reliable and could be

used. But as the tracking efficiencies have been measured in a Z→ µµ sample,

it is recommended to use the beam position in any case.

When using the primary vertex, requiring a match between the vertex and

the muon track in z of around 3 cm is also an effective cut.

The timing cuts with a cut of dca < 0.2 cm is implemented in the isCos-

micTight() flag in MuoCandidate. Unfortunately in p17 version, this dca is

computed relative to (0,0), so that the CosmicTight flag is sensitive to the

beam displacement. So it should be considered that this flag is bugged and it

is recommended not to use it.

Acolinearity Cuts
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Acolinearity (really, this is pseudo-acolinearity), which can be used in di-

muon events, where both muons are track-matched. Acolinearity between the

two muon tracks is defined as:

A = π − |∆φ| + |
∑

θ − π|, (4.3)

where ∆φ and
∑

θ are the angles between the two tracks. Cosmic muons

pass straight through the detector, producing back to back tracks with small

acolinearity. Requiring A > 0.05 rejects most cosmic muons.

However, this method is more likely to also reject signal events in which

another track happens to be back to back with the muon, and should be studied

before use.



Chapter 5

Monte Carlo samples

This chapter will present the generation of the signal Monte Carlo sample

as well as of the expected physics backgrounds that contribute to the data

sample. The backgrounds that give 2 like-sign muons and additional muon

as final state should be considered as the expected physics backgrounds. The

dominant backgrounds in the four muon mode arise from electroweak processes

where real high-pT muons are created from W and Z decays along with either

fake muons or muons from heavy flavor decays (semi-leptonic b decays, for

instance, where the same-charged muons come from B-hadron mixing). The

backgrounds are diboson production: ZZ → 4µ,WZ → 3µ+ν orWW → 2µ+

2ν; tt̄ production: tt̄ → µ+νbµ−ν̄ b̄; bb̄ production (charge mis-identification

may occur); and boson plus jets: W+jets, Z+jets where W → µν, Z → µ+µ−

and the jets produce real or fake muons.

The Standard model backgrounds and signal processes have been generated

with PYTHIA 6.323.

99
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5.1 Signal Monte Carlo simulation

PYTHIA Monte Carlo allows process:

pp̄→ Z0/γX → H−−H++X, (5.1)

with the H±± forced to decay to like-sign muon pairs. The signal samples

are generated in steps of 10 GeV in the mass range 90 < M(H±±) < 200 GeV

with the d0reco version p17.09.06. The CAF trees for the signal samples were

produced using the TMBanalyze p18.08.00 software package. Momenta of the

simulated muons are smeared using the ApplyMuonSmear processor in the

caf util package.

5.2 Background Monte Carlo simulation

The integrated luminosities corresponding to the number of generated events

for all background Monte Carlo samples and cross sections used in this analysis

are shown in Table 5.2. These integrated luminosities corresponding to gener-

ated events are used for the normalization of the generated samples. All Monte

Carlo background samples are processed with the d0reco versions p17.09.01

and p17.06.02. The CAF trees for the simulated MC background samples

were produced using the TMBanalyze p18.05.00 software package.

5.2.1 Z → µµ background

The Z→ µµ background sample was generated on the farms. The generation

of Z decays includes the Drell-Yan contribution. The generation is broken into

smaller mass windows so that a sufficient statistics/luminosity is obtained even
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for the tails of the mass distribution. The Z/γ → µµ cross section is calculated

with CTEQ6L1 PDFs as σ(Z/γ → µµ) = σLO ×KQCD(Q2), with the LO cross

section calculated by pythia LO PDF and the KQCD at NNLO with NLO

PDF, calculated according to [96]. This Z→ µµ background sample contains

Z + bb̄ → µµ + bb̄. The Z + bb̄ sample has been generated and analyzed

separately. After all selection the remaining events of the Z + bb̄ sample is

found to be nothing. Z + bb̄ contributes very small fraction of Z→ µµ + jets.

It is negligible after final selection.

5.2.2 Z → ττ background

The Z→ ττ background is not the type of background that contributes to like-

sign backgrounds significantly. However, similarly to Z → µµ sample, some of

the events might contain a high-pT track that is badly reconstructed with the

opposite sign of the charge. An event that was generated as an opposite-sign

event is, in such a case, considered to be the same-sign event and it there-

fore contributes to the same-charged background. The transverse momentum

distribution of muons in this sample is obviously much softer than in Z→ µµ

events due to the 3-body decay of τ -leptons. Thus the invariant mass of Z→ ττ

peaks sooner (in lower masses) and falls down to zero much faster than in case

of the Z→ µµ background.
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5.2.3 tt̄ and di-boson backgrounds

The tt̄ cross section is calculated at NNLO in [97] and the WW , ZZ and

WZ cross sections are calculated in [98] with MCFM using CTEQ6L1 PDFs.

Here since ZZ decay to all possible leptons (e, /mu, /tau), the number of

ZZ background events at the preselection level appears to be much large than

ZZ → 4µ. ZZ → 4µ has been analyzed separately. The remaining events

after each selection is given in Table 5.1. The contribution of ZZ → 4µ is

found to be 0.39 after final cut. The contribution of ZZ → 4τ → 4µ and

ZZ → 2τ2µ→ 4µ is determined by subtracting 0.39 events from 0.5 events in

this analysis. 0.11 events is found to be the contribution of ZZ → 4τ → 4µ

and ZZ → 2τ2µ → 4µ. It would make no big difference at the end. It is,

however, better to include all final states of the Z decays.

Selection ZZ → 4µ ZZ → 4l or 2l + 2ν

S1 1.1 11

S2 0.98 9

S3 0.81 5

S4 0.49 0.6

S5 0.39 0.5

Table 5.1: The remaining events after each selection for ZZ → 4µ and ZZ →
4l or 2l + 2ν.
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Process Mass Range [GeV] σ×Br[pb] L[pb−1]

Z/γ∗ +X → µµ+X 15 < M < 60 455 ± 16.8 3253.16

Z/γ∗ +X → µµ+X 60 < M < 130 242 ± 8.2 5332.93

Z/γ∗ +X → µµ+X 130 < M < 250 1.96 ± 0.6 97831.63

Z/γ∗ +X → µµ+X 250 < M < 500 0.167 287500

Z/γ∗ +X → ττ +X 15 < M < 60 455 ± 16.8 2062.31

Z/γ∗ +X → ττ +X 60 < M < 130 242 ± 8.2 5011.36

Z/γ∗ +X → ττ +X 130 < M < 250 1.96 ± 0.6 82270.41

tt̄ → bbllvv 0.70 ± 0.04 147857

WW → 2l + 2ν 1.08 332024

WZ → 3l + ν 0.1104 2411685

ZZ → 4l or 2l + 2ν 0.071 2873239

Table 5.2: This table shows the integrated luminosities corresponding to the

number of generated events for all background Monte Carlo samples and cross

sections used in this analysis.

5.2.4 W+jets background

The W+jets MC sample has been analyzed with the same selection criteria.

The NLO cross section × branching ratio of 2583 pb−1 has been used to nor-

malize the W+jets MC sample. Only 2.5 events pass the isolation cut (S2).

While the muon from the W is isolated, the other muon is inside a jet. This

is why the second muon barely pass the isolation cut. Once the like-sign re-

quirement is applied, there is no event left. The contribution of W+jets in

this analysis, therefore, is found to be negligible.
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Selection Muon ID (medium) Isolation (S2)

Z → µµ 0.96 1.00

Signal (140 GeV) 0.93 1.00

Table 5.3: The average DATA/MC corrections for Z → µµ and signal.

5.3 Reconstruction efficiency corrections

5.3.1 Muon ID and isolation correction

Data to MC muon reconstruction and isolation efficiency scale factors have

been applied to the simulated muons to take into account the difference be-

tween the reconstruction efficiencies in data and Monte Carlo. These scale

factors are available in the software package muid eff v02-00-00. By using this

package the correction is automatically taken into account event by event. The

average DATA/MC corrections for Z → µµ and signal are given in Table 5.3.

5.3.2 Trigger efficiency correction

Trigger corrections are not applied to the Monte Carlo sample. Instead, the

Monte Carlo samples are normalized to the data using the Z bosons in the

data between 60GeV to 130GeV after requiring the preselection and isolation

cuts (S1 and S2) which are defined in Section 4.3. A effective integrated

luminosity of about 1050 pb−1 is determined by applying this normalization.

In the muon pT > 15GeV range, the trigger efficiency is essentially flat as a

function of pT . There is no trigger bias shown in Figure 5.1 which is the ratio

of the distribution of the di-muon invariant mass and leading pT with trigger
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Figure 5.1: The ratio of the distribution as a function of the di-muon invariant

mass and leading pT with trigger requirement to without trigger requirement.

requirement to without trigger requirement. The data quality package (dq-defs

package, tag v2006-10-10) [95] has been applied to the MC CAFE trees and

the normalization of the number of events were done before the application of

the data quality selection.

5.3.3 charge flip rate correction

The charge flip rate is obtained from both data and the simulated Z → µµ.

Since the simulated Z → µµ underestimates the charge flip rate an additional

correction factor is applied to Z → µµ MC. The charge flip probability is

described in great details in Chapter 7.
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5.3.4 Z-pT re-weighting

It is already known that the pT distribution of the Z bosons from the PYTHIA

simulation does not properly describe the data. Therefore a weight is applied

to each MC event according to the results given in Ref. [102], where the pythia

samples are tuned for the different Z/γ∗ mass ranges as a function of pT using

146 pb−1 of RunI data. The measurement for RunII data agrees well with RunI

measurement in the di-em channel with resummed NLO calculations and with

a tuned version of the leading order parton shower MC pythia. The ratio of

the tuned versus default MC is fitted using a modified Fermi function. The

fits are performed in four different mass bins (15GeV < M < 30GeV, 30GeV

< M < 60GeV, 60GeV < M < 130GeV, 130 GeV < M < 250GeV).



Chapter 6

QCD background

The QCD background is one of the main background in this analysis. The QCD

background is the natural source of a large like-sign di-muon background. Like-

sign muon pairs in these events are produced through neutral B-hadron mixing.

Simulation of this background with PYTHIA does not give satisfactory results.

Th estimation of the QCD background contribution, therefore, is achieved by

using data sample. In this chapter the estimation of the QCD background

contribution and the efficiency for QCD are will be presented.

6.1 The estimation of QCD background

The QCD background contribution was estimated directly from the data sam-

ple. The previous analysis has shown that the QCD background is mostly from

semileptonic decays of bb̄, where a cascade decay by one of the b quarks can

lead to a like-sign muon pair. All estimations of the QCD background were

made after applying the preselection (S1). Differential distributions of QCD

background were obtained by inverting the isolation cut (
∑

cell,iE
i
T ≥ 2.5 GeV

107



6. QCD background 108

and
∑

tracks,i p
i
T ≥ 2.5 GeV ) for both muons. Nnon−iso

data is defined as the number

of the events in this selection: the number of events after preselection (S1) with

the two muons not fulfilling the isolation criteria. We extrapolate the QCD

estimate from the non-isolated region to the isolated region of the phase space

by applying a normalization factor fQCD. The number of like-sign events N±±
QCD

is estimated from the excess of like-sign events N±±
data above the expected con-

tribution N±±
MC from all standard model backgrounds: N±±

QCD = N±±
data − N±±

MC.

Here N±±
data and N±±

MC are defined as the number of data and MC events after

the preselection (S1) in like-sign sample (S4), respectively. The normalization

factor fQCD for the QCD sample is obtained by taking the ratio of the number

of like-sign QCD events to the number of non-isolated events in the like-sign

sample (Nnon−iso,±±
data ) at the preselection level (S1). The normalization factor

fQCD is defined as

fQCD =
N±±

data −N±±
MC

N±±
non−iso

=
N±±

QCD

Nnon−iso,±±
data

(6.1)

The QCD background contribution at preselection level (S1) before ap-

plying the like-sign requirement (S4) is obtained by multiplying fQCD to the

number of non-isolated events in the unlike-sign sample, Nnon−iso,±∓
data without

the like-sign requirement (S4):

N±∓
QCD = fQCD ×Nnon−iso,±∓

data (6.2)

6.2 The isolation efficiency for QCD

The isolation efficiency is obtained in the like-sign sample. Assuming that

events remaining after subtracting Monte Carlo from data are all QCD events,
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Figure 6.1: In the left plot the di-muon invariant mass distributions for data

and all MC backgrounds at the preselection (S1) are shown in like-sign sample.

In the right plot the di-muon invariant mass distributions are shown after the

isolation requirement (S2) in like-sign sample. The data after subtracting MC

backgrounds are considered as QCD events in like-sign sample. The number

of data and all Monte Carlo backgrounds after each selections (S1 and S2) in

like-sign sample are given in Table 6.1.
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Figure 6.2: The di-muon invariant mass and leading pT distributions after

requiring the preselection (S1) and isolation cuts (S2) in like-sign sample (S4)

without applying the pT dependent correction factor. In the low mass range

QCD derived from non-isolated sample is not described well.

the isolation efficiency for QCD is defined as

ǫiso =
N iso,±±

data −N iso,±±
MC

N±±
data −N±±

MC

= (8.07 ± 0.7)% (6.3)

where N iso,±±
data and N iso,±±

MC are the number of data and MC events after the

isolation requirement (S2) in like-sign sample (S4), respectively.

The di-muon invariant mass distributions of data and MC backgrounds

used for this calculation are shown in Figure 6.1. To get an estimation of the

QCD contribution after applying the isolation requirement (S2), the isolation

efficiency from QCD is multiplied to the QCD contribution. The number of

data and Monte Carlo backgrounds after each selections (S1 and S2) in like-

sign sample are given in Table 6.1.
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Figure 6.3: The fit for the pT dependent correction obtained with ∆φ > 2.5.

Two 5 GeV bins are merged into one 10 GeV bin to get the fit function. The

arctangent function is used to fit the ratio.

In the like-sign sample, comparison of data and MC shows that the pT

distribution of the leading muon is not well described (see Figure 6.2) due

to a pT dependence of the isolation probability in the QCD sample. The pT

dependent correction is derived in the like-sign sample using the leading muon

pT . However, to avoid signal bias, the data in the range ∆φ > 2.5 are used(

see Figure 8.6 ). The ratio for the pT dependence is defined as

f(pT ) =
(N iso

data −N iso
MC)|∆φ>2.5

N iso,±±
QCD

(6.4)

where N iso
QCD is the QCD contribution derived from non-isolated sample as

described earlier.

The pT dependence of the correction factor is shown in Figure .6.3 and the
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following function is used to fit the ratio

f(pT ) =
1

2
tan−1(

x

10
− 4.5) + 2.6 (6.5)

The value of the function is applied as an additional event weight. After

using this function QCD contribution after the isolation cut described the data

better (see Figure 8.6). The number of each events for this estimation are given

in Table 6.2.

Table 6.1: This table shows the number of data and Monte Carlo backgrounds

after each selections (S1 and S2) in like-sign sample. The number of data

events remaining after subtracting Monte Carlo backgrounds is considered as

QCD events in like-sign sample.

Selection (S4) S1 S2

data 1966 187

MC backgrounds 59 27
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Table 6.2: This table shows the number of Nnon−iso and QCD after each selec-

tions (S1 and S2). The first raw is corresponding to the events without like-sign

requirement while the second raw to the events with like-sign requirement. The

number of events in second and third column are the number of QCD events

after the preselection (S1) and the isolation requirement (S2) respectively.

Selection Nnon−iso Nnon−iso
data × fQCD Nnon−iso

data × fQCD × ǫiso

= NQCD = N iso
QCD

without like-sign cut 3334 5244 423

with like-sign cut (S4) 1206 1897 153



Chapter 7

Charge flip probability

There is no main background in standard model such as like-sign muons. The

charge flip, therefore, plays a key role in the background contribution. In this

chapter, it will be shown where the charge flip could occur, how it affect the

transverse momentum of the mis-identified muon and the charge flip probabil-

ity for data and simulated Z → µµ.

7.1 Understanding of the mis-identified muons

There are two sources that cause charge to be mis-identified. The first source

of charge mis-identification is due to the limited CFT acceptance at high η.

Tracks in the region with CFT detector |η| > 1.63 have less than 16 CFT

hits 3.14. The less hits a muon has, the more the charge of the muon tends to be

mis-identified. The second source is from very high pT tracks. The uncertainty

on the measured curvature and a possible residual mis-alignment can cause a

charge flip. These effects are included in the Monte Carlo simulation but they

are underestimated.

114
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Figure 7.1: When the charge of the MC truth muon is same as the recon-

structed muon, the pT of the reconstructed muon increases in proportion as

the pT of the MC truth increases in left plot. If the charge of the muon is

mis-identified, the pT of the reconstructed muon does not correlate with the

pT of the MC truth in right plot.
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The plots in Figure 7.1 shows if the reconstructed muon is mis-identified,

the transverse momentum of the reconstructed muon is distorted. In Figure 7.1

the correlation between the pT of the reconstructed muon and the pT of the

MC truth muon is shown using MC Z → µµ at preselection level. When the

charge of the MC truth muon is same as the reconstructed muon, the pT of

the reconstructed muon increases in proportion as the pT of the MC truth

increases in the left plot. If the charge of the muon is mis-identified, the pT of

the reconstructed muon does not correlate with the pT of the MC truth in the

right plot.

Interesting variables to plot are the pT and physics η of leading pT tracks

in charge mis-identification events and the number of SMT and CFT hits

associated to charge mis-identified tracks, it is shown in Figures 7.2 and 7.3.

The distributions show that the charge mis-identification events in Monte Carlo

are mainly due to fewer CFT hits that are associated to the track when it is

traversing the central tracker in a |η| region above 1.63.

It can be easily shown for events where one of the tracks is charge mis-

identified, that whereas the invariant mass calculated using the true Monte

Carlo information peaks at around 91 GeV/c2, the invariant mass distribution

calculated using reconstructed kinematic variables is distorted towards higher

values. That can be understood from the fact that charge mis-identified tracks

are typically assigned much higher transverse momenta than what the parti-

cle’s transverse momentum it has been generated with.
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Figure 7.2: Charge flip rate for pT (top) and η (bottom).
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Figure 7.3: Charge flip rate for the number of SMT hits (top) and CFT hits
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Figure 7.4: The di-muon invariant mass distribution for data and Monte Carlo

Z→ µµ are shown respectively. The open histogram is drawn without like-sign

requirement and the red histogram is drawn with like-sign requirement.

7.2 Calculation of the charge flip probability

Since the mis-identification of charge occurs mainly in Z→ µµ and the re-

sulting mis-measured muon typically has high pT , the di-muon invariant mass

above 70GeV is used to measure the charge flip probability. This selection also

reduces the most QCD background, since most QCD background are peaked in

the low mass range. For the calculation of the charge flip rate, the preselection

cut (S1) and the isolation cut (S2) are required. The charge mis-identification

rate is obtained by dividing the number of events in the selection with like-sign

requirement (S1,S2 and S4) by the number of events without like-sign require-

ment (S1 and S2) The charge flip rate is calculated for both data sample and

MCZ→µµ. In the case of the measurement in data, backgrounds are subtracted

from the data sample. The background includes all MC backgrounds and QCD
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contribution except MCZ→µµ.

The di-muon invariant mass distributions for like-sign and without like-sign

requirement for data and MC are shown in Figure 7.4. The number of events

above 70GeV the di-muon invariant mass are shown in Table 7.1.

ǫflip
data = ( 9.4 ± 1.3 ) × 10−4 (7.1)

ǫflip
MCZ→µµ

= ( 3.9 ± 0.9 ) × 10−4 (7.2)

The errors are statistical.

Since the charge flip rate in the Monte Carlo simulation is underestimated,

the ratio of the rate ǫflip
data from data to the ǫflip

MCZ→µµ
from MZ→µµ is considered

as a correction. The ratio kflip is defined as

kflip =
ǫflip
data

ǫflip
MCZ→µµ

= 2.41 ± 0.67 (7.3)

The ratio is applied only to the Z → µµ MC sample when estimating the

like-sign contribution.
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Table 7.1: This table shows the numbers of data, backgrounds and MCZ→µµ

events above 70 GeV the di-muon invariant mass for the charge flip rate cal-

culation, where backgrounds exclude MCZ→µµ. The first raw is corresponding

to the events without like-sign requirement while the second raw to the events

with like-sign requirement.

Selection data backgrounds MCZ→µµ

S1 and S2 51386 145 51196

S1, S2 and S4 127 79 19

7.3 Cosmic ray muon runs

To obtain the rate for charge mis-identification in the data, the usage of cosmic

ray runs has been considered. Cosmic rays are an excellent tool for this kind

of study, because the events are clean, all cosmic ray events must be opposite-

charge (it follows from the CPT theorem) and there are many of them. The

sample of cosmic ray muon is obtained by requiring timing cut and acolinearity

cuts: A = π−|∆φ|+|∑ θ−π| (see Section 4.4). The muons are also required to

be isolated. The isolation requirement is the same as the requirement defined

in Section 4.3. For simplicity, the ratio of the number of opposite-sign muons

(21194 events) to the number of like-sign muons (771 events) is considered as

the charge flip rate for cosmic ray muon. The range of 30 < M < 400 GeV

is considered. The charge flip rate of cosmic ray muon is determined to be

3.6 × 10−2. This is much larger than the flip rate from Z → µµ. It could be

explained from the fact that cosmic ray muons tend to have higher transverse
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Figure 7.5: The flip rate for the di-muon invariant mass of cosmic ray.

momentum which cause the muon to be mis-identified easily. The charge flip

rate for the di-muon invariant mass of cosmic ray is shown in Figure 7.5.



Chapter 8

Comparison of data and Monte

Carlo

In this chapter the normalization of Monte Carlo to the data, comment on their

agreement after each cut applied in this analysis, will be described. The agree-

ment in terms of the invariant mass, acolinearity, leading muon pT and second

muon pT will be demonstrated. Since the third muon is required the distribu-

tion of the third muon pT will be shown as well. This is an important piece of

the analysis. In any search analysis, one has to demonstrate the understanding

of backgrounds. One has to show not only that all relevant backgrounds are

taken into account; none of them is missing or underestimated, but also the

adequate understanding of all cuts has to be demonstrated. Both aspects can

be understood from a cut flow tables for all di-muon combinations (Table 8.1)

and like-sign di-muon combinations (Table 8.2). Any inadequate description

of the data with Monte Carlo shows up in the cut flow table as a discrepancy

between the number of events expected for a given simulated physics back-

ground sample, and/or the sum of background samples, and the number of

123
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events measured in the data. It can be obvious from the difference in number

of events after each cut, or, in contrary, after one of the cuts only. There-

fore, one has to decide, whether a missing contribution to the background, the

physics nature of the generated Monte Carlo sample, some detector related

issue or the normalization are to be blamed.

8.1 Normalization of Monte Carlo to data

Normalized number of events Nnorm
S{i} remaining in each sample after every

selection S{i}, where i = 1, . . . , 5, is normalized to the data as follows

Nnorm
S{i} =

Nexpected

Ngenerated
×NS{i}. (8.1)

In this formula, Nexpected = σ × ∫

Leffective is the total number of expected

events given the integrated luminosity of the data sample and the cross section

of the sample; Ngenerated is the total number of simulated events in Monte Carlo

sample and NS{i} is the total number of events that pass a given selection

S{i}, i = 1, . . . , 5. The number of expected Monte Carlo events is based on

the NNLO (NLO if signal) cross sections for all processes given in Table 5.2.

The effective integrated luminosity is obtained by using Z peak. The Z peak

range is considered as 60–130 GeV for both data and MC Z → µµ. The

effective integrated luminosity is defined as

Leff =
NS1&S2

data

σ(Z → µµ) × B
× Ngen

Z→µµ

NS1&S2
Z→µµ

(8.2)

where NS1&S2
data is the number of data events in the invariant mass plot within the

interval 60–130 GeV after the preselection (S1) and the isolation requirement

(S2). NS1&S2
Z→µµ is the same just for MC Z → µµ. Ngen

Z→µµ is the number of the
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generated MC Z → µµ in the range 60–130 GeV. σ(Z → µµ)×B is the cross

section times branching ratio. The σ ×B of 242 pb−1 is used (see Table 5.2).

This formula can be read the following way:
NS1&S2

data

σ(Z→µµ)×B
would give the

luminosity if the detector would be 100% efficient. Since the efficiency is not

100% at all, it should be corrected by the Detector acceptance. The acceptance

would be
NS1&S2

Z→µµ

Ngen
Z→µµ

. The first term need to be divided by this acceptance which

lead to the formula quoted above.

The number Leff is used for the normalization for all MC.

The number of remaining events after each cut are shown in Table 8.1. The

distributions of the di-muon invariant mass, ∆φ between two muons, leading

pT and second pT are shown in Figure 8.1–8.7. In the events with more than

one pair of muons that fulfills each of selections, the invariant mass and ∆φ

between two muons are calculated only for the pair which has the muons with

highest transverse momentum. There is a good agreement between data and

the Monte Carlo simulation plus QCD, both for the normalization and for the

shape of the di-muon invariant mass and the ∆φ distributions after each se-

lection.

The third muon does not have any requirements on the number of SMT

and CFT hits. However, if the third muon fulfills the CFT and SMT hit cuts

in S1, then it is considered as a candidate muon in construction of a di-muon

invariant mass. The pT distribution for the third muon is shown in Figure 8.8.

The data agrees well with the simulated backgrounds plus QCD.

discrepancy
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In the di-muon invariant mass distribution there is a discrepancy above 200

GeV. This discrepancy appears to be a bump in the range 200-240 GeV and

260-300 GeV. One possible explanation is that this discrepancy is from mis-

identified muons of Z and cosmic ray. Although cosmic veto using timing cut

is applied in this analysis, that could not reject all cosmic muons. The charge

flip rate of cosmic ray muons is large (see Figure 7.3). The muons from Z decay

turned out to be the main source that caused this discrepancy. The leading

pT muon from Z decay tends to be mis-identified. From the fact that charge

mis-identified tracks are typically assigned much higher transverse momenta

than what the particle’s transverse momentum it has been generated with,

the leading pT muons shift to high momentum area. It results in high missing

transverse energy in the opposite direction. Figure 8.9 shows that the direction

of leading muon is opposite to the missing ET . Therefore the discrepancy could

be explained by the mis-identified muon. The bump happened to appear in

this high mass range above 200GeV due to lack of statistics.

8.2 Like-sign background

The idea is to construct a set of selection criteria, or ‘cuts’, which should pref-

erentially select the doubly-charged Higgs boson signal over the background

processes. Any statistically significant excess could be evidence for a doubly-

charged Higgs boson signal.

When the muons are required to be of like-sign charge most of the back-

ground from Z → µµ are removed. Since the isolation requirement is not ap-

plied at this selection level (S1/S4) the most of the background in Figure 8.5

is from QCD contribution. The invariant mass for like-sign dimuons and their
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Table 8.1: Expected number of Monte Carlo background and QCD events and

number of observed events after each selection cut. The simulation of Z decays

includes the Drell-Yan contribution. Only statistical uncertainties are given in

the Table.

Selection Preselection Isolation ∆φ < 2.5 Like sign Third muon

S1 S2 S3 S4 S5

Signal (140 GeV) 20.7 18.7 16.4 11.8 10.2

Z → µµ 69236 58325 4942 9.2 0.5±0.4

QCD 5244 423 40.5 14.2 0.5±0.2

Z → ττ 328 269 20.0 < 0.01 < 0.01

tt̄ 38 20 14 0.03 <0 .01

WW 40 34 20 < 0.01 < 0.01

WZ 19 16 11 3.0 1.6±0.03

ZZ 11 9 5 0.6 0.5±0.01

Total background 74917±123 59096±111 5052±33 27±1.7 3.1±0.5

Data 74086 59347 4623 35 3

S/
√
S +B 0.08 0.08 0.23 1.89 2.79
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∆φ distributions in the data and Monte Carlo are shown in Figure 8.5–8.6.

The number of remaining events after each cut with like-sign requirement are

shown in Table 8.2.

Table 8.2: Expected number of Monte Carlo backgrounds and QCD and num-

ber of observed events after each selection cut with like-sign requirement.

Selection Preselection Isolation ∆φ < 2.5

(Like-sign) S4 & S1 S2 S3

Signal (140 GeV) 16.6 13.5 11.8

Z → µµ 115 59 9.2±1

QCD 1897 153 14.2±1

Z → ττ 3 0.2 0 < 0.01

tt̄ 7 0.04 0.03±0.01

WW 0.08 0.04 < 0.01

WZ 5.2 4.3 3.0±0.04

ZZ 1.1 0.9 0.6±0.02

Total background 2028 217 27±1.7

Data 1966 187 35

8.3 Normalization of signal sample

In the figures (Figure 8.1–8.7) the distribution of a left-handed doubly-charged

Higgs signal with a mass M(H±±) = 140 GeV are shown, with the normal-

ization given by the NLO cross section, taking into account the experimental

efficiencies. The number of expected signal events after each selection is shown
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in Table 8.3 for different masses. Total signal efficiencies lie in the range30%-

35%, and they are nearly independent of mass.

The trigger efficiency in signal samples is assumed to be flat and close to

100% in transverse momentum, i.e. no trigger turn-on dependence is taken

into account. There are two reasons for this assumption:

• there are 3 muons reconstructed on average in the signal sample. It

means that the trigger efficiency must be very high. It will therefore

depend much less on the pT of reconstructed muons.

• transverse momentum of reconstructed muons is as hard, or as a matter

of fact, even harder than the one of muons that come from Z decays. One

should keep in mind that H±± bosons are typically Lorentz boosted. This

is why pT of muons from H±± boson decays is higher.

Muons from doubly-charged Higgs decays are boosted. This is why the

mean of the ∆φ distribution is at around 1.7–2.0 for Higgs masses below 200

GeV/c2. The average muon multiplicity of signal events is 3. This is also a

reason why the acolinearity selection (S3) does not alter signal efficiency too

much (Table 8.3, selections (S3) and (S4)).
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Figure 8.1: Distribution of the di-muon invariant mass, ∆φ between the two

muons, leading pT and second pT for data compared to the sum of Monte Carlo

backgrounds and QCD after the preselection (S1). The signal expected for a

left-handed H±± , with M(H±±) = 140 GeV/c2, is also shown by the open

histogram.
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Figure 8.2: Distribution of the di-muon invariant mass, ∆φ between the two

muons, leading pT and second pT for data compared to the sum of Monte

Carlo backgrounds and QCD after the isolation requirement (S1-S2). The

signal expected for a left-handed H±± , with M(H±±) = 140 GeV/c2, is also

shown by the open histogram.
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Figure 8.3: Distribution of the di-muon invariant mass, ∆φ between the two

muons, leading pT and second pT for data compared to the sum of Monte Carlo

backgrounds and QCD after the ∆φ requirement (S1-S3). The signal expected

for a left-handed H±± , with M(H±±) = 140 GeV/c2, is also shown by the

open histogram.
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Figure 8.4: Distribution of the di-muon invariant mass, ∆φ between the two

muons, leading pT and second pT for data compared to the sum of Monte

Carlo backgrounds and QCD after the like-sign requirement (S1-S4). The

signal expected for a left-handed H±± , with M(H±±) = 140 GeV/c2, is also

shown by the open histogram.
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Figure 8.5: Distribution of the di-muon invariant mass, ∆φ between the two

muons, leading pT and second pT for data compared to the sum of Monte

Carlo backgrounds and QCD after the preselection (S1) with the like-sign

requirement (S4). The signal expected for a left-handed H±± , with M(H±±)

= 140 GeV/c2, is also shown by the open histogram.
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Figure 8.6: Distribution of the di-muon invariant mass, ∆φ between the two

muons, leading pT and second pT for data compared to the sum of Monte

Carlo backgrounds and QCD after the isolation (S1-S2) with the like-sign

requirement (S4). The signal expected for a left-handed H±± , with M(H±±)

= 140 GeV/c2, is also shown by the open histogram.
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Figure 8.7: Distribution of the di-muon invariant mass, ∆φ between the two

muons, leading pT and second pT for data compared to the sum of Monte Carlo

backgrounds and QCD after the third muon requirement (S1-S5). The signal

expected for a left-handed H±± , with M(H±±) = 140 GeV/c2, is also shown

by the open histogram.



8. Comparison of data and Monte Carlo 137

M (GeV) 100 120 140 160 180 200

N = σL 126.7 59.2 29.7 15.7 8.5 4.8

S1 86.3 40.1 20.5 10.8 5.7 3.2

S2 77.6 36.1 18.5 9.7 5.1 2.9

S3 66.2 31.4 16.3 8.7 4.6 2.6

S4 49.0 22.8 11.7 6.1 3.2 1.8

S5 41.7 19.7 10.1 5.3 2.8 1.5

ǫ(±1%) 33% 33% 34% 34% 33% 32%

Table 8.3: Number of expected signal events after each cut and efficiency for

each mass point. The first row gives the number of expected events using the

NLO cross section for left-handed H±± boson. The simulation is done in 10

GeV mass steps, but only every second mass point from 100 GeV is shown.
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Figure 8.8: Distribution of the third transverse momentum pT for data com-

pared to the sum of Monte Carlo backgrounds and QCD. Preselection (S1) and

like-sign (S4) were required respectively. The signal expected for a left-handed

H±± , with M(H±±) = 140 GeV/c2, is also shown by the open histogram.
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Figure 8.9: The direction of leading muon is opposite to the missing ET .



Chapter 9

Cut optimization

In this chapter it will be shown how cut optimization has been performed. It

is easy to apply cuts that reduce the amount of backgrounds practically to

zero, but they might also represent an efficiency hit, i.e. reduce the signal

sensitivity on the other hand. That has to be avoided at any cost. The cut

optimization therefore is to develop a set of selections that allow to reduce the

Standard Model backgrounds significantly but at the same time do not change

the signal efficiency too much.

It is important to emphasize that any cut optimization should be performed

‘blindly’. It means that one should never look on the candidate events and

optimize selection criteria so that some of them are removed. It has to be

done vice versa, looking at S/
√
S +B ratio optimize the cuts, for instance,

and just then check whether the set of candidate events remains the same, or

went through some changes.

Some selections such as preselection and like-sign cut can barely be changed

or modified, but since the third muon cut is required, there are cuts that need

to be optimized in order to improve the signal sensitivity and keep the level
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of backgrounds low at the same time. This is a purpose of the study that is

presented in this chapter.

The cut optimization is a very sensitivity study, it can be also easily un-

derstood that there is a need for a long-term stability of the analysis in new

particle searches. The reason for that is that it is a poor practice if cuts are

change too dramatically from one iteration of the analysis to another. It im-

mediately raises a question whether the selections are not suited to achieve

higher limits too conveniently. The best way is to decide for a set of rather

conservative, however needed and easily to be justified selections, and keep

them unchanged for a long time. Indeed, the cut optimization is a must. Of

course, later, when there is more statistics(luminosity), the cut optimization

might be re-visited and newer values applied, it should not change the results

significantly however.

And that is what has exactly been done in this analysis.

9.1 Preselection cut

This selection requires at least two medium muons, both with a matched cen-

tral track, where each of the selected tracks has a transverse momentum greater

than 15 GeV/c. The selected central track is required to have at least 2 SMT

hists and more than 5 CFT hits. It is required that the invariant mass recon-

structed in an event is above 30 GeV/c2.

Practically, the only candidates for a possible cut optimization are (a) the

quality of muon, (b) the requirement on transverse momenta of central tracks

matched to a muon, and (c) the quality requirement on the number of SMT

and CFT hits associated with a central track.
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When the quality of muon is required to be loose, the remaining number

of data and signal events after final cut are 15 events and 12.5 events, respec-

tively. The number of data events increased by 5 times while the number of

signal events increased by 1.2 times (see Table 8.1). This simple calculation

shows that requiring a loose quality of muon deteriorates the sensitivity. There

are also indications that loose muons suffer from higher background and fake

rates [99].

It is a good idea to place the pT cut as low as possible, however there

is no need to require muons with pT less than 10 – 12 GeV/c, because the

focus of this analysis is on high-pT isolated muons, muons that have a harder

transverse momentum spectrum than those observed in Z → µµ events. A

region above the Z mass peak is an interval of interest in this analysis. This is

why any lowering of the transverse momentum requirement is actually contra-

productive.

The same can be said about the quality criteria on tracks matched to

muons. This criteria is very weak, in order to calculate the invariant mass of a

high-mass dimuon system, a precise measurement of the transverse momentum

is needed. It is essential to have good track, i.e. tracks with as many hits as

possible, because this is is where the momentum measurement and its precision

comes from. Even for high-pT track, it is important to have a measurement

in the silicon tracker, as a matter of fact, it is even more important for very

high-pT tracks because in order to do a good measurement, as large as possible

between the measurement closet to the beam pipe and the further-most mea-

surement is needed. In earlier days, the analysis was performed without this

requirement, but this cut was soon introduced because axial tracks matched to

muons started to be a problem. The transverse momentum measurement for
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axial only tracks is poor, many events with high invariant masses have been

therefore selected. What was common for them was that they all contained

axial only tracks (at least one track per event). The muon which has poor

track tend to have high probability of flipping charge as the track has less hits

as well. In this sense, it actually might be a good idea to tighten the selection

a little bit, meaning to require more hits. On the other hand, it might not be

such a good idea because of the hit to the signal efficiency that is affected by

the cut. It is well known that an existing Monte Carlo does not describe the

data all too well in terms of number of hits associated to tracks. In alternative

language, the same requirement on number of hits on the track is much harder

in Monte Carlo than in data. One has to be cautious about it. To conclude,

introduction of 2 SMT hits and 5 CFT hits on the track quality seems to be

the optimal way [100], and that is the approach taken in this analysis.

9.2 Isolation cut

The definition of an isolated muon is given in Section 4.3. The definition of the

isolation cut is not questioned in this study, the optimization was performed

in[101]. However, it is possible to optimize the way isolation requirement has

been applied. In this analysis this optimization is not implemented. The way

isolation chosen is like following. The two muons that enter to the calculation

of an invariant mass and acolinearity must be isolated.
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9.3 Acolinearity cut

The ∆φ cut is applied to remove back-to-back Z → µµ and some of the

remaining muons from the semi-leptonic decays of b quarks in jets that were

not removed by the isolation requirement. In this analysis the decision has

been made to apply it at 2.5.

The acolinearity cut optimization has been performed with following three

cases.

(a) Dropping the cut entirely

This optimization arises from the fact that I required third muons as a

final cut. Since at least one pair out of three muons can have dphi ¡ 2.5,

this cut seemed to be doing nothing. But one should be aware of the

third muon quality that has no SMT hit and CFT hit requirement (see

the definition of the third muon in Chapter 4).

(b) Applying the cut to two muons

The two muons should passe the preselection (S1) and the isolation re-

quirement (S2), If there are the third muon which has good quality track

of two SMT hits and five CFT hits, the event will be selected since at

least one pair has ∆φ < 2.5.

(c) Applying the cut to all muons

The event if neither of any muon pairs has ∆φ > 2.5 is selected. In

addition to the two muons that pass S1 and S2, other good muons are

considered so that all muon pair has ∆φ < 2.5. So if any one pair with

∆φ > 2.5 exists, the event is not selected.
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Table 9.1 shows the number of events after the final selection (S5) in back-

grounds and signal (MH±± = 140 GeV/c2). In the case (a), the number of

Z → µµ is about two times larger than the case (b). The contribution of QCD

increased by a factor of 6 compared to the case (b). The number of dibosons

increased by a factor of 1.5. The number of total background increased by

a factor of 2.3 while the number of signal increased by a factor of 1.1. This

increasing can be understand from the fact that most of Z → µµ and QCD

are back-to-back. The difference between the number of events in (a) and the

number of events (b) can be also explained by the ratio of how many third

muons fulfilled the SMT and CFT hit requirement. The ratio of how many

third muons fulfilled the SMT and CFT hit requirement is found to be less

than 0.01% for both Z → µµ and QCD. Requiring the third muon, therefore,

does not mean that the acolinearity cut is not satisfied automatically.

The best results are achieved using definition (b) applying the cut to two

muons. Definition (b) has been finally applied in this analysis.

9.4 Like-sign cut

What the final state is two like-sign muons with additional third muon. Even

though dropping like-sign cut is considerable, it would cause Z → µµ to remain

to the end of the final selection. Dropping like-sign cut, therefore, is not

feasible.
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Selection (a) (b) (c)

Z → µµ 1.3 0.5 < 0.01

QCD 2.8 0.5 0.5

WZ 2.3 1.6 0.58

ZZ 0.64 0.5 0.13

Total background 7 3.1 1.23

Signal 11 10.2 2.47

S/
√
S +B 2.59 2.79 1.29

Table 9.1: Number of background and signal events after final cut for each

backgrounds with (a) dropping ∆φ cut , (b) applying the cut to the two muons

that passed S1 and S2 and (c) applying the cut to all muon pairs. The sensi-

tivity is given in last row. Th events from Z → ττ , tt̄ and WW are found to

be nothing remained after final cut for all three conditions.

9.5 Third muon cut

Any analysis for the doubly-charged Higgs boson, H±±, has not yet been per-

formed with the third muon requirement. The definition of the third muon

need to be studied to get the best result. This analysis has looked up two

cases. The first case is that the third muon has no requirement of having 2

SMT hits and 5 CFT hits while the second case has such hit requirements.

If the muon has reconstructed badly without satisfying hit requirement,

the probability of flip charge is going up. That leads to bad di-muon invariant

mass construction. That’s the reason why this badly reconstructed third muon

has not been considered for muon selection. Table 9.2 shows the sensitivity for
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two cases.

M (GeV) (a) (b)

Signal (140GeV) 10.2 9.4

Z → µµ 0.5 0.5

QCD 0.5 0.3

di-bosons 2.1 2.0

Total background 3.1 2.8

S/
√
S +B 2.79 2.70

Table 9.2: Number of background and signal events after final cut for each

backgrounds with (a) the third muon which is not required to have good quality

track cut (b) the third muon which is required to have good quality track cut.

The quality of the third muon corresponds to signal efficiency. This re-

quirement reduced the signal efficiency by 86%. That requirement enhanced

sensitivity.



Chapter 10

Candidate events

This chapter will present the remaining events which pass the preselection,

isolation, acolinearity, same-charge cuts and third muon cut. Each event is

identified by a run and event number. The kinematic parameters of all doubly-

charged Higgs boson candidate events will be shown. The di-muon invariant

mass is calculated using the kinematic properties of the muon pair that pass

the selection criteria (Section 4.3). All analysis and muon selection criteria

have been discussed in Section 4.3.

10.1 Candidate details

Three events remain in the data after all selections. The run and event numbers

as well as the invariant mass combinations among all muons in these events are

given in the Table 10.1 and the kinematic properties of the individual muons

in Table 10.2.

The largest remaining background after the third muon requirement is WZ

background with 1.6 events. The contribution from Z→ µµ is 0.5 events. The
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Run Event M(µ1µ2) M(µ1µ3) M(µ2µ3) Missing ET

(1) 175666 1137583 260.353(−+) 205.602(−−) 144.15(+−) 138.20 GeV

(2) 203564 14775029 103.199(+−) 86.3628(+−) 67.1431(−−) 10.52 GeV

(3) 205114 3409480 124.463(+−) 24.6714(+−) 50.4876(−−) 43.72 GeV

Table 10.1: Run, event number and the invariant masses of the three possible

pairings of selected muons for the candidate events. Muons are numbered in

the highest pT order. The charges of the muons are given in parentheses.

expected QCD contribution is 0.5 events.

10.2 Interpretation of candidate events

This section suggests a possible explanation of the candidate event nature.

The explanation is based on information listed in Table 10.1 and Table 10.2.

Event (1) has two negatively charged muons and one positively charged

muon. The missing transverse energy in the event is very large, approximately

140 GeV/c2 with correcting for muon transverse momentum. Table 10.1 gives

calculated invariant masses for all di-muon permutations in this event. All

three di-muon combinations are far away from the Z boson mass. All three

muons are tight and isolated. The transverse momentum of the first muon is

about 241 GeV/c, that seems to be a little bit too high. Not many tracks are

reconstructed with such a high transverse momentum, thus some kind of mis-

reconstruction is possible. The second muon has no SMT hits. Even though

all three di-muon combinations are far away from the Z boson mass the ex-
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Muon Charge pT (GeV) η φ NSMT NCFT Quality

Event(1) Run 175666 event 1137583

µ1 −1 241.0 0.07 2.11 8 16 tight

µ2 +1 40.0 -1.52 5.30 0 16 tight

µ3 −1 31.9 1.37 4.59 3 16 tight

Event(2) Run 203564 event 14775029

µ1 +1 40.3 0.23 2.16 4 16 tight

µ2 −1 39.7 -1.51 4.45 8 16 tight

µ3 −1 35.7 -1.38 0.35 8 14 tight

Event(3) Run 205114 event 3409480

µ1 +1 36.9 -1.54 1.77 10 15 tight

µ2 −1 17.2 1.61 5.99 8 15 tight

µ3 −1 15.5 -0.57 1.55 8 16 tight

Table 10.2: Transverse momentum pT , charge, pseudorapidity η, azimuthal an-

gle φ and number of SMT and CFT hits for all muons in the candidate events.

Event(2) contains another not selected tight muon which has momentum of

12.3 GeV.
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planation of this event by mis-identified reconstruction can not be ruled out.

The reason is that transverse momentum of the mid-identified muon tends to

be random. This event is therefore consistent with being a WZ event.

Event (2) has two negatively charged muons and one positively charged

muon. All three muons have transverse momenta well above 15 GeV/c. This

event also contains a fourth muon that matches to a low pT central track.

The fourth muon is not considered in this analysis. All muons are tight and

isolated. No significant missing transverse energy is observed. There is at

least one Z candidate in this event. The second candidate event seems to be

consistent with being a ZZ event.

Event (3) has two negatively charged muons and one positively charged

muon. All three muons have transverse momenta above 15 GeV/c. This event

has a muon which has η > 1.6. This could be the case of flipping charge from

Z → µµ+jets.



Chapter 11

Limit setting

In the absence of excess above background, the final step is to take the Monte

Carlo samples generated, the data and set the mass limit on doubly-charged

Higgs boson mass. This chapter presents the procedure for computing ap-

proximate confidence levels for searches for new particles where the expected

signal and background levels are small enough to require the use of Poisson

statistics. The limit calculation are performed using TLimit which has been

adapted from the programs MCLIMIT [103]. This program is based on Modi-

fied Frequentist approach (The CLS method). It was used by the CERN LEP

Higgs working group.

11.1 Confidence Level computation for searches

with small statistics

The interpretation of results of searches for new particles and phenomena near

the sensitivity limit of an experiment is a common problem in particle physics.

The confidence level computation for searches with small statistics are de-
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scribed in detail in [103] and [104]. The loss of sensitivity may be due to a

combination of small signal rates, the presence of background comparable to

the expected signal, and the loss of discrimination between models due to in-

sufficient experimental resolution. The search for Higgs bosons at LEP was

such an experiment.

Frequently, the signals are marginal, and it is therefore more convincing

if several channels are combined. That improves the confidence level (CL)

significantly, especially if the sensitivity is limited by the collected luminosity

and not by the kinematic boundaries.

The method is based on binning the search results (invariant mass, acolin-

earity etc.) in their discriminant variables and treating each bin as a statisti-

cally independent counting search. This uniform representation is then easy to

be combined. As it can be seen later in this chapter, this is a strong statement

with profound consequences.

11.2 Modified Frequentist Approach Confidence

Levels

In this analysis we set the limit at 95% confidence level (CL). Assuming two

hypothesis ‘signal+background’ and ‘background’, the experiment should be

able to distinguish between them. The ‘signal+background’ hypothesis is ex-

cluded at 95% if supposedly the ‘signal+background’ hypothesis is true, 95% of

experiments like the one performed must look more ‘signal+background’-like

than the one that was actually performed.

The problem is to find an estimator (also known as a test statistic) which or-

ders the outcome of the experiments by their ‘signal+background’- or ‘background’-
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likeness. Such an estimator is a test statistics. In a more mathematical lan-

guage, for the case of n independent counting search analyses, one may define

a test statistic X which discriminates ‘signal+background’- like outcomes from

‘background’-like ones. An optimal choice for the test statistic is the likelihood

ratio [145, 146, 147, 148].

For the case of n independent counting search analyses, one may define a

test statistic X which discriminates signal-like outcomes from background-like

ones. An optimal choice for the test statistic is the likelihood ratio [109, 110,

111]. If the estimated signal in the ith channel is si, the estimated background

is bi, and the number of observed candidates is di, then the likelihood ratio

can be written as

X =
n
∏

i=1

Xi, (11.1)

with

Xi =
e(si+bi)(si + bi)

di

di!
/
ebibdi

i

di!
. (11.2)

This test statistic has the properties that the joint test statistic for the out-

come of two channels is the product of the test statistics of the two channels

separately, and that it increases monotonically in each channel with the number

of candidates di.

The confidence level for excluding the possibility of simultaneous presence

of new particle production and background (the s+ b hypothesis), is

CLs+b = Ps+b(X ≤ Xobs), (11.3)

i.e., the probability, assuming the presence of both signal and background

at their hypothesized levels, that the test statistic would be less than or equal to
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that observed in the data. This probability is the sum of Poisson probabilities

Ps+b(X ≤ Xobs) =
∑

X(d′
i
)≤X(di)

n
∏

i=1

e−(si+bi)(si + bi)
d′

i

d′i!
, (11.4)

where X(di) is the test statistic computed for the observed set of candidates

in each channel di, and the sum runs over all possible final outcomes d′i which

have test statistics less than or equal to the observed one.

The confidence level (1 − CLs+b) may be used to quote exclusion limits

although it has the disturbing property that if too few candidates are ob-

served to account for the estimated background, then any signal, and even the

background itself, may be excluded at a high confidence level. It nonetheless

provides exclusion of the signal at exactly the confidence level computed. Be-

cause the candidates counts are integers, only a discrete set of confidence levels

is possible for a fixed set of si and bi.

A typical limit computation, however, involves also computing the confi-

dence level for the background alone,

CLb = Pb(X ≤ Xobs), (11.5)

where the probability sum assumes the presence only of the background.

This confidence level has been suggested to quantify the confidence of a poten-

tial discovery, as it expresses the probability that background processes would

give fewer than or equal to the number of candidates observed. Figure 11.1

shows how the confidences in these hypotheses, CLs and CLs+b are deter-

mined. Then the Modified Frequentist confidence level CLs is computed as

the ratio

CLs = CLs+b/CLb. (11.6)
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This confidence level is a natural extension of the common single-channel

CL = 1− CLs [3, 4], and for the case of a single counting channel is identical

to it.

The task of computing confidence levels for experimental searches with one

or more discriminating variables measured for each event reduces to the case of

combining counting-only searches by binning each search analyses results in the

measured variables. Each bin of, e.g., the reconstructed mass, then becomes a

separate search channel to be combined with all others, fol- lowing the strategy

of [114] and the neutrino-oscillation example of [115]. In this case, the expected

signal in a bin of the reconstructed mass depends on the hypothesized true mass

of the particle and also on the expected mass resolution. If the error on the

reconstructed mass varies from event to event such that the true resolution

is better for some events and worse for others, then the variables s, b, and d

may be binned in both the reconstructed mass and its error to provide the

best representation of the available information. By exchanging information

in bins of the measured variables, different experimental collaborations may

share all of their search result information in an unambiguous way without the

need to treat the measured variables in any way during the combination.

For convenience, one may add the si’s, the bi’s, and the di’s of channels

with similar si/bi and retain the same optimal exclusion limit, just as the data

from the same search channel may be combined additively for running periods

with the same conditions. The same search with a new beam energy or other

experimental difference should of course be given its own set of bins (which

may be combined with others of the same si/bi).
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Figure 11.1: A solid line is for background. A dashed line is for sig-

nal+background. The evolution of the pdfs with falling search sensitivity

from (a) to (c) as the Higgs mass hypothesis is increased and the production

cross-section falls. (a) a light higgs with large cross section (b) moderate higgs

with moderate cross section (c) a heavy higgs with small cross section.



Chapter 12

Systematic uncertainties

In this chapter the systematic uncertainties for limit calculation are discussed.

The source can be divided into two categories: (a) systematic uncertainties

that are related to the normalization of Monte Carlo to data, (b) systematic

uncertainties contributing from other sources, e.g. charge flip correction and

QCD isolation efficiency. Both contributions have to be taken into account to

set the correct limit on the mass of a doubly-charged Higgs boson in this anal-

ysis. The following various systematic uncertainties on signal and background

are taken into account in the limit.

• The systematic uncertainty on the luminosity is estimated to be 6.5%.

• The systematic uncertainty on muon ID correction is 0.7% [116].

• The inclusive Z→ µµ production is normalized to the data using the

di-muon data between 60 – 130 GeV after selection S2. The BR ×
σ(Z → µµ) is given in Table 5.2. The systematic error on the normal-

ization using NNLO Mote Carlo background production cross sections is

taken to be 5%.
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• The theoretical uncertainty on the NLO H±± production cross section

originates from the choice of parton distribution functions and variations

of the renormalization and factorization scales. The total contribution is

about 10% [55].

• PDF uncertainties < 4%.

• The 27% uncertainty on the kflip ratio applied to like-sign Z → µµ is

considered. This uncertainty is obtained from the statistical errors of

fake rates with following formula.

σkflip

kflip
=

√

√

√

√

σǫdata

ǫdata
+
σǫMCZ→µµ

ǫMCZ→µµ

(12.1)

• The 9% uncertainty on the QCD isolation efficiency is taken into account.

This uncertainty is obtained from the statistical errors of the number of

QCD with following formula.

σǫiso

ǫiso
=

√

√

√

√

σN iso,±±

data

N iso,±±
data

+
σN±±

data

N±±
data

(12.2)

The main contribution to the limit setting were found to be to the uncer-

tainties on the normalization of the Monte Carlo backgrounds to data and on

the signal cross section. These uncertainties weakens the limit on the mass by

about 6 GeV/c2.
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Figure 13.1: Confidence level of the signal, CLS = CLS+B/CLB, as a function

of the massM(H±±) of a) left-handed and b) right-handed doubly-charged

Higgs boson. The systematic uncertainties are taken into account.

A search for pp̄ → H++H−− → µ+µ+µ−µ− has been performed. The

number of events observed is consistent with expectations from standard model

backgrounds. The number of events observed is consistent with expectations

159



13. Results and Conclusions 160

from standard model backgrounds. The three data events and the background

events of 3.1±0.5 remained after final cut. Since no excess is observed we

proceed to set limits using the CLS method. We use the di-muon invariant

mass distributions to calculate the confidence level. Statistical and systematic

errors are considered. The limit calculation are performed using TLimit which

has been adapted from the programs MCLIMIT [103]. In Figure 13.1 the

confidence level for signal, CLS = CLS+B/CLB, is shown as a function of

the di-muon invariant mass M(H±±) for a doubly-charged Higgs boson in the

absence of signal. The median expected CLS given the data sample luminosity

indicates the sensitivity of the experiment under assumption there is no signal.

The cross section limit as a function of the di-muon invariant mass is shown

in Figure 13.2 with the cross section of left- and right-handed doubly charged

Higgs bosons from theory.

A 95% confidence level mass limit of 150 GeV for left-handed and a mass

limit of 126.5 GeV for right-handed doubly-charged Higgs bosons is obtained

taking into account the systematic uncertainties described in Chapter 12. This

significantly extends the current mass limits of M(H±±
L ) > 136 GeV for left-

handed doubly-charged Higgs boson from CDF collaboration. Both mass limits

are related to the production cross section of a doubly-charge Higgs boson. The

production cross section of a doubly-charged Higgs boson. The production

cross section limits are ≤ 20 fb for both a left-handed and a right-handed

doubly-charged Higgs boson.
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Appendix A

Temperature Control and

Monitoring for the CFT

A.1 Detector

Since the fiber detector itself contains no heat generating components, the

main possible sources (and sinks) of heat are the Silicon Tracker, and the

superconducting coil.

Calculations for the coil show that even in the case of a quench the change

in temperature in the outer CFT cylinder would be negligible. A catastrophic

failure of the magnet’s vacuum jacket could cause a significant drop in the

temperature of the outer fiber cylinder, but the system has been designed to

ensure that the risk of such a failure is extremely small.

A series of interlocks will ensure that the power to the silicon tracker is

shut off in the event of any problem with the silicon cooling system. This will

eliminate the risk of heating up the innermost CFT cylinder. When the silicon

cooling system is operating, however, the outer region of the silicon detector
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will be well below room temperature. To keep the inner CFT cylinder from

cooling down, dry gas will flow in the gap between the outside of the silicon

tracker and the inner fiber cylinder [117].

A.2 VLPC Temperature Control and Moni-

toring

The temperature control system for the operation and monitoring of the VLPC

readout system is discussed in detail in the VLPC cassette TDR [2]. The

following is a brief overview of the system and its key components.

The 1024 channel VLPC cassettes are segmented into eight modules of 128

channels each. Each module has a heater/sensor card (HSC) containing one

temperature sensor and 2 heaters. The card is mounted on the bottom of

the isotherm which keeps all the VLPCs at a common operating temperature.

Since all eight modules within a cassette are thermally coupled, it is expected

that a single temperature sensor will be used to control all the heaters within

the cassette.

The temperature sensor is a standard 1/4 Watt carbon film resistor with a

nominal resistance of 100 Ω at room temperature. The resistance is inversely

proportional to temperature and increases to about 500 Ω at 6.5 K, with a

sensitivity on the order of 100 Ω per Kelvin. The resistors are mounted on

the HSC and then calibrated at Fermilab. The precision of the calibration is

better than 1 mK = 0.1 Ω at a temperature of 6.5 K.

The heater resistors are standard metal film resistors of 500 Ω nominal

value, 1/8 Watt, which exhibit a resistance of 500 Ω also in the operating

temperature range.
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Several industrial controllers have been successfully tested for compliance

with electrical noise and temperature stability requirements. It is intended to

integrate the temperature control and monitoring of the VLPC system into

the overall D0 cryogenics control using FIX-DMACS.



Appendix B

Calibration System of the CFT

The calibration system for the fiber tracking detector is being designed to

perform several functions. The system will enable the gains of each fiber

VLPC channel to be determined, allow monitoring of the stability of the VLPC

readout over time, provide a measure of each scintillating fiber’s attenuation

length as the experiment progresses, and the calibration system will serve as

a useful debugging tool during the commissioning of the tracker.

In order to determine the gains of the VLPC channels, the calibration sys-

tem must be capable of illuminating each VLPC pixel with a small amount of

light, typically a few photons. One way to do this is by exciting the scintil-

lating fibers with a radioactive source, but this method has been judged to be

difficult and impractical. A second method is to introduce visible light into the

fibers, which in turn “pipe” the light down to the VLPCs. This method was

successfully employed in the system test. In the test, red LEDs were used to in-

ject light into each scintillating fiber via short (2 meter) clear waveguide fibers

mated to the scintillating fibers at the non-readout end of the tracker. Each of

the 3,072 LEDs were under computer control and were individually selectable.
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Figure B.1: Blue LED light calibration scheme

More details of this calibration system can be found in reference [119].

Given the success of the calibration method used in the system test, a sim-

ilar scheme was initially envisaged for the fiber tracker. However, the limited

space at the ends of the tracking cylinders make it very difficult to introduce

light into the ends of the scintillating fibers. A new method has been devised

which uses the availability of new, fast blue LEDs to introduce light through

the cladding walls and into the active core of the fiber. The idea, shown

schematically in Figure B.1, takes advantage of the fact that the 3HF dye in

the fibers have a small, but finite absorption in the blue wavelength range

(∼450 nm). When blue light is incident upon several layers of scintillating

fiber, as shown in the figure, a small amount is absorbed in the top layer and

excites the 3HF dye, producing scintillation photons which are detected by the

VLPC. However, since the absorption in this wavelength is small, most of the

light travels on into subsequent layers of fiber. In this way the light source can
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excite fibers several layers deep, as shown in the figure.

Initial tests of this method were performed at Notre Dame. In these tests,

a small number of LEDs (usually two) were inserted into a lucite block covered

with a thin diffusing material. The block was placed above a stack of three

doublet layers of scintillating fiber. Each fiber layer was 96 fibers wide, but

since the readout system available contained only 32 channels of VLPC, very

12th fiber was read out from four of the six fiber layers for a given test. Data

were taken for a variety of LED types [120], and at different locations in the

lucite block. The results firmly established proof of principle of the technique.

As few as two LEDs easily provided enough light to excite fibers in all six

layers across the entire 96 fiber ribbon width, and the spectra obtained were

adequate for determining the VLPC gain.

In order to apply the blue LED calibration method to the fiber tracker, a

means of distributing the light over of the cylindrical geometry of the tracker

is necessary. A promising solution to this problem is the optical flat panel,

illustrated in Figure B.2. These can be fabricated in several ways, but the basic

design consists of a single, thin ribbon of small (typically 500 mm diameter)

clear fibers which have been degraded in a certain region so that light is emitted

through their cladding wall. At one end of the ribbon, the fibers are bundled

together, potted and finished to allow mating with an LED or external optical

fiber. Thus external light entering the flat panel through the ends of the fibers

is distributed uniformly across a flat, predetermined area. These devices are

commonly used in the fabrication of flat panel displays for computers. The

panels are extremely light, flexible, and conform easily to a cylindrical surface.

Test samples have been obtained from two manufacturers of these pan-

els [121] and measurements have been performed at Notre Dame to determine
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Figure B.2: Schematic view of an optical flat panel

the feasibility of using such devices for the calibration system. The test appa-

ratus was essentially identical to that described above, except that the lucite

block with embedded LEDs was replaced with a single optical panel illumi-

nated with a blue LED. The results were very encouraging. Figure B.3 shows

spectra from the bottom layer of the 6 layer deep fiber ribbon. The four plots

correspond to four fibers spanning the width of the 96 fiber wide ribbon. The

spectra clearly show that: 1) sufficient light penetrates the six fiber layers to

provide a calibration of even the bottom layer, and 2) the illumination pro-

vided by a flat panel with a single LED is very uniform over a ribbon width of

order 100 fibers. For the final calibration design, two methods of illuminating

the optical panels are under study. In the first method, each panel would have

a blue LED coupled directly to its bundle of fibers, at the detector. Each

LED, in turn, would be mounted on a small printed circuit board which would

provide the necessary electronics to drive the LED. This board is under de-

sign at Notre Dame. In the second method, the blue LEDs would be located
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Figure B.3: Spectra from four fibers at the bottom of a six layer deep fiber

ribbon, illuminated from above by an optical flat panel with a blue LED.

external to the tracker, and the LED light would be fed to the optical panels

via a fiber waveguide. Test prototypes of both methods will be constructed at

Notre Dame and compared before the final design decision is taken.

The mounting scheme for the final calibration system is shown schemati-

cally in Figure B.4. The flat optical panels are mounted around every scintil-
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Figure B.4: Illustration of the mounting scheme of flat optical panels for the

CFT calibration system

lating fiber cylinder in bands near each end of the cylinder. The bands will

be plastic extrusions cut to length to fit each cylinder. Placing two bands on

each cylinder provides an extra margin of safety against the failure of an indi-

vidual optical element. Also, by comparing the total light seen at both ends

of the tracker, potential changes in the quality of the scintillating fiber can be

monitored over time.
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